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Methodology and resources

* The International Vocabulary of Metrology (VIM)

e

. error
“the measured quantity

value minus a
reference quantity
value.”

true value

measured value

uncertainty

measurand

Bureau

http://www.bipm.org/en/publications/quides/

International des
i Poids et
! Mesures

“a non-negative parameter
characterizing the dispersion of the
quantity values being attributed to a
measurand, based on the
information used.”

- the intergovernmental arganization through which Member States act together
on matters related to measurement science and measurement standards.


http://www.bipm.org/en/publications/guides/

S, . o =
() Contents [VIM3] 2.26 measurement uncertainty iﬁ Options
uncertainty of measurement, uncertainty

non-negative parameter characterizing the dispersion of the quantity values being attributed to a measurand, based on the
information used

r
@{_;"‘: Notes

NOTE 1 Measurement uncertainty includes components arising from systematic effects, such as components associated with corrections and the assigned
quantity values of measurement standards, as well as the definitional uncertainty. Sometimes estimated systematic effects are not corrected for but,
instead, associated measurement uncertainty components are incorporated.

NOTE 2 The parameter may be, for example, a standard deviation called standard measurement uncertainty (or a specified multiple of it), or the half-width
of an interval, having a stated coverage probability.

NOTE 3 Measurement uncertainty comprises, in general, many components. Some of these may be evaluated by Type A evaluation of measurement
uncertainty from the statistical distribution of the quantity values from series of measurements and can be characterized by standard deviations. The other
components, which may be evaluated by Type B evaluation of measurement uncertainty, can also be characterized by standard deviations, evaluated
from probability density functions based on expernience or other information.

NOTE 4 In general, for a given set of information, it is understood that the measurement uncertainty is associated with a stated quantity value attnibuted to
the measurand. A modification of this value results in a modification of the associated uncertainty.

https://jcgm.bipm.org/vim/en/2.26.html



Methodology and resources

* the Guide to the expression of Uncertainty in Measurement (GUM) and
its supplements
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Measurement model
Qutput quantity
A -
Frroreffects Inputquantities  Monte Carlo Method
Bureau
I"fﬂ“fnﬂﬁﬂnﬂl dEE - the intergovernmental organization through which Member States act together

1 PGidS et on matters related to measurement science and measurement standards.
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WMet
CoMet Toolkit

The CoMet Toolkit (Community Metrology
Toolkit) is an open-source software project to
develop Python tools for the handling of error-
covariance information in the analysis of

measurement data.

https://www.comet-toolkit.org/

NPLE

About Tools~ Examples News People Q

import xarray as xr
import obsarray
from punpy import MeasurementFunction, MCPropagation

# read digital effects table
ds = xr.open_dataset("digital effects_table_gaslaw_example.nc")

# Define your measurement function inside a subclass of MeasurementFunction
class IdealGasLaw(MeasurementFunction):
def meas_function(self, pres, temp, n):
return (n *temp * 8.134)/pres

# Create Monte Carlo Propagation object, and create MeasurementFunction class

# object with required parameters such as names of input quantites in ds

prop = MCPropagation(10008)

gl = IdealGaslLaw(prop, xvariables=["pressure”, "temperature", "n_moles"],
yvariable="volume", yunit="m"3")

# propagate the uncertainties on the input quantites in ds to the measurand
# uncertainties in ds_y (propagate ds returns random, systematic and structured)
ds_y = gl.propagate_ds(ds, store_unc_percent=True)



Basic uncertainty concepts



What is not a measurement uncertainty? NPLE

Mistakes made by operators are not measurement uncertainties. They should not be
counted as contributing to uncertainty. They should be avoided by working carefully and by
checking work.

Accuracy (or rather inaccuracy) is not the same as uncertainty. Unfortunately, usage of
these words is often confused. Correctly speaking, ‘accuracy’ is a qualitative term (e.g. you
could say that a measurement was ‘accurate’ or ‘not accurate’). Uncertainty is quantitative.
When a ‘plus or minus’ figure is quoted, it may be called an uncertainty, but not an
accuracy.

Errors are not the same as uncertainties (even though it has been common in the past to
use the words interchangeably in phrases like ‘error analysis’).

Statistical analysis is not the same as uncertainty analysis. Statistics can be used to draw
all kinds of conclusions which do not by themselves tell us anything about uncertainty.
Uncertainty analysis is only one of the uses of statistics.



Measurement Uncertainty: NPL E
Accu ra Cy a n d P rec i s i O n National Physical Laboratory

Accuracy = qualitative term relating the
mean of the measurements to the true value

Precision = represents the spread of the
measurements

{:.1
Poor precision, poor
accuracy

%
Good precision, good

Good precision, poor accuracy

accuracy

Poor precision, good
accuracy



Basic concepts

Uncertainty

Type A Type B

Expanded Standard

Coverage factor

Absolute
Relative

Effects of the

errors

Random

Systematic

Correction



Uncertainty types N PL B

National Physical Laboratory

There are two methods for estimating uncertainties:

Type-A:

uncertainty estimates using statistics i.e. by taking
multiple readings and using that information

Type-B:
uncertainty estimates from any other information,
e.g. past experience, calibration certificates, etc.



Confidence intervals

NPL

National Physical Laboratory

» Uncertainty is given with respect to a given confidence

Interval:

u(y) = +3 cm

at the 68.2% coverage probability (1o or k = 1)

at the 95.4% confidence level

u(y) = +6 cm

at the 95.4% coverage probability (20 or k = 2)

/

15.0%

/’

19.1%

\

19.1%

\

15.0%

-3 -25 -2 -5 4 -0.5 0

0.5 1

Standard deviation




Uncertainty expression NPL ]

National Physical Laboratory

Relative uncertainty:
5mWm2nm'+0.2%
l.e. uncertainty expressed as a percentage

Absolute uncertainty:

5mW m2nnm7T+ 0.01 mWm2nm'i.e.
uncertainty expressed in the native
measurement units



First order Taylor series approximation
uncorrelated input quantities version

THE LAW OF PROPAGATION
OF UNCERTAINTIES



National Physical Laboratory

Sensitivity Coefficients



Sensitivity coefficients cheatsheets NPLE

National Physical Laboratory

Summation in quadrature for addition and subtraction

e=a+b-c,
Combined uncertainty =+ qg" +h” + ¢ +...etc.

Summation in quadrature for multiplication or division

A=L-W,

<o (o) (o)




Sensitivity coefficients cheatsheets NPL E]
Squared value
Z?,

2u(z)
Z

Summation in quadrature for more complicated function

u(;') _ \Illl( EMFEF)) : +( Hf)) 2 |
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Steps to an uncertainty budget

NPL &

National Physical Laboratory

Symbol

Uncertainty component

Correction

Size of effect applied?

Residual
uncertainty

Divisor

Sensitivity
coefficient

Uncertainty
associated with
final value due to
effect

Traceability Chain

Calculation Equation

Sources of Uncertainty

Measurement Equation

Combined standard uncertainty

Sensitivity Coefficients

Expanded uncertainty

Assigning Uncertainties
Combining your uncertainties
Expanding your uncertainties




NPLE

Absolute calibration measurement
equation



Calculation equation NPL

National Physical Laboratory

Absolute calibration )s VS = I/Iight _ Vdark

ALZVS

S Radiometer

coefficient

L _ EFELIBO:45 dczal \

s 2
Lamp
7Z- dus e

Reflectance tile Stray
light
shields




Sources of uncertainty NPLE

National Physical Laboratory

Calibration certificate
Lamp additional effects

 Ageing
* Alignment
e  Current stability

B Random noise

Instrument additional effects

Calibration certificate . Stability (drift)
Diffuser additional effects  Room stray light
 Ageing
*  Uniformity

Distance accuracy




Measurement equations
2
L _ EFELIBO:45 dcal

S 2
T duse

L _ EFELﬁ0:45 dc2a1

S 2
T duse

I/S = I/light o I/dark

AN
|
~N

o I/dark

light



Calibration certificate

Remember calibration
certificates almost
always quote
uncertainties at k = 2 |



Rectangular uncertainty distributions NPL

Du(d,)/d

use

-

Probability of occurrence

National Physical Laboratory

Resolution of distance measuring instrument = 0.1 mm
Measurement distance = 500.0 mm

Uncertainty associated with distance measurement =
(0.05/500) / V3 = 0.006 %

Uncertainty in irradiance from distance measurement =
2 x 0.006 % =0.012 %

Full width=2 a

Mean or
avirdge reading

e

—

— -

&l =

Value of reading



Uncertainty budget

Uncertainty component Size of effect

W(Epg) Ref. lamp irradiance 1.5 %

Correction Residual
applied? uncertainty

1.5 %
2.0 %

N PL €]

National Physical Laboratory

Uncertainty
Sensitivity associated with
coefficient final value due

to effect
0.75 %

1.00 %

0.012 %

2.0 %

u{ fg.ac) Tile radiance factor
0.05 mm

0.01 %
0.15 %

0.15 %

u(d e ) Lamp distance (500 mm)

U(K atign) Lamp alignment 0.15 %

negligible

negligible

negligible

u(K l_mh} Light reading stability negligible
Dark reading stability negligible

negligible
0.083 %

0.048 %

UK creah)
U(Klamp ctab) Lamp stability 0.083 %

0.125 %

0.072 %

UK gif crab) Diffuser stability 0.125 %

negligible

negligible

0.25 % in I, or

0.572 %

U(K crpay) Stray light in lab negligible

0.004 A

UK yprant) Lamp current (8.000 A)

0.99 % in Err at
600 nm

1.50 %

(at 600 nm)

0.866 %

WK ypif) Radiance uniformity 1.50 %

Combined standard uncertainty

Expanded uncertainty (k=2)




Uncertainty budget

1. Traceability Chain

NPL

National Physical Laboratory

Uncertainty evaluation type ?

Type B — information form calibration certificates !

Uncertainty
. . C cti Residual - Sensitivi iated with
Symbol Uncertainty component Size of effect D"E_ ‘on es! L!a Divisor EI'IE-I. |:.-'|t',r al55nc:|a edwl
applied? uncertainty coefficient final value due
to effect
u(Erg) Ref. lamp irradiance 1.5 % N 1.5 % 1 0.75 %
w{By.as) Tile radiance factor 2.0 % N 2.0 % 1 1.00 %

Coverage factor ?

Probability distribution?

k = 2, Gaussian




NPL

National Physical Laboratory

Uncertainty budget

Uncertainty evaluation type ?

Type B — information form calibration certificates
Type A — repeated measurements

Uncertainty
. . C cti Residual . Sensitivi iated with
Symbol Uncertainty component Size of effect D"E_ ‘on esl L!a Divisor Ens'_ 'j"t"’ E?EDEIE edwl
applied? uncertainty coefficient final value due
to effect
u(Epg) Ref. lamp irradiance 1.5 % N 1.5 % 1 0.75 %
u(fp,45) Tile radiance factor 2.0 % M 2.0 % 1 1.00 %
u(dyze) Lamp distance (500 mm) 0.05 mm N 0.01 % 43 2 0.012 %
Relative uncertainty

Absolute uncertainty




NPL

National Physical Laboratory

Uncertainty budget

3. Sources of uncertainty
4. |Measurement equation (all components with assigned size of effect)

5.

Sensitivity coefficient

Uncertainty
sl [ corintycomponen [ susateea | Sormcon | remion TN oo | Sy | et
to effect
u(Epg) | Ref. lamp irradiance 1.5 % N 1.5 % 1 0.75 %
u(Bp.as) \ Tile radiance factor 2.0% M 2.0% 1 1.00 %
u{dyge) Le\mp distance (500 mm) 0.05 mm N 0.01 % Y3 2 0.012 %
UK ajign ) " Lamp alignment 0.15 % N 0.15 % 1 1 0.15 %
UK} crah ) Light reading stability negligible N negligible negligible
U(K 3 cran) Dark reading stability negligible N negligible negligible
U(K}amp stab) Lamp stability 0.083 % N 0.083 % 3 1 0.048 %
UK giff erab ) Diffuser stability 0.125 % N 0.125 % Y3 1 0.072 %
u(ffmay} Stray light in lab negligible M negligible negligible
0.25 % in /, or
UK cyrrent) Lamp current (8.000 A) 0.004 A N 0.99 % in Eq at V3 1 0.572 %
500 nm (at 600 nm)
U(K ypig) Radiance uniformity 1.50 % N 1.50 % V3 1 0.866 %
Combined standard uncertainty 1.63 %
Expanded uncertainty (k=2) 3.3%




Uncertainty budget

6. Assigning Uncertainties

/. Combining your uncertain{

NPL

National Physical Laboratory

Uncertainty

Symbol Uncertainty component Size of effect c;;::l!i[::l[;‘n Divisor SE::;;;:E; ?is:':r La;iiu::_lt:
to effect
u(Epg.) Ref. lamp irradiance 1.5 % N 1.5 % 2 1 5 %
u(Bo.a5) Tile radiance factor 2.0 % N 2.0 % 2 1 1.00 %
u(dyge) Lamp distance {500 mm) 0.05 mm N 0.01 % 3 2 0.012 %
H(ffangn} Lamp alignment 0.15 % N 0.15 % \}\ 1 0.15 %
U(K} geap) Light reading stability negligible N negligible negligible
U(Kg crab) Dark reading stability negligible N negligible negligible
U(Klamp ceab) Lamp stability 0.083 % N 0.083 % V3 1 0.048 %
U(K ¢ cean) Diffuser stability 0.125 % N 0.125 % V3 1 0.072 %
U(Kray) Stray light in lab negligible N negligible negligible
0.25%in I, or
UK yrrant) Lamp current (8.000 A) 0.004 A N 0.99 % in Eg at V3 1 0.572 %
600 nm (at 600 nm)
UK ynif) Radiance uniformity 1.50 % N 1.50 % 3 1 \ 0.866 %
Combined standard uncertainty 1.63 %
Expanded uncertainty (k=2) — _{'3.3 %

8.

Expanding your uncertainties



When to stop NPLE

National Physical Laboratory
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0.9% -
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0.7% -
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0.1% -

0.0% |

Uncertainty accosiated with radiance due

Uncertainty components
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National Physical Laboratory
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When to stop NPLE

National Physical Laboratory
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0.4% -
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NPLE

Above water radiometry measurement
equation



Remote sensing reflectance cheatsheet

_ Ly — pL;

RTS ES

urel(l‘r) = \/urel(p)z + urel(Li)z

2
uasbl(LW) = uabs(Lt)z + uabs(Lr)

2
Ugp (L )2 +u b (L )
urel(l‘w) =\/ —t —

L

urel(Rrs) - \/urel(l'w)z T urel(Es)Z



GUM Methodology applied in COMET tool WMet

a

\ | L ¢y p Li Cc3 E;  ccg
R, = (LiCeatoz22 — (p * Lif:mmziz:j)/Egﬂcum;E& 1 0 0 0 0 0 0
f T 0100101
random systematic O 01 0 0 0 0
O 0 0O1 0 0 0O
O 1 0 O 1 0 1
2 N 2.2 ANAAY 00000 10
uz(y) = ; cius(x;) + 2 ; j;l Cicju(xi)u(xj)r(xi'xj)' O 1 0 0 1 0 1

JCGM100:2008. Evaluation of measurement data - Guide fo the expression of uncertainty in measurement
JCGM101:2008. Evaluation of measurement data - Supplement 1 fo the Guide fo the expression of uncerfainty in measurement - Fropagation of distnbutions using a Monte Carlo method.
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Radiance, L;, L, Sea-surface reflectivity constant, p

Srad = DNLight — DNpark Psun — f(‘]" v, WS'AOD'LWWLSFW) +0 m et h

CoMet is a python toolkit, developed at
NPL, which is used to propagate

uncertainty using Monte Carlo
Propagation.

Psiy = f(4,6,w,,AOD,Lgy,) + 0

—

Cstab = f ('f:cal! Ccal,t) +0

SCOT?"

= Srad ClinCstray

P(A) = Paey(A) + Payn()+0

Sea surface reflectance (p) —the
uncertainty of p comes from

Lear = ScorrCeal stab‘CTCpol + 0

model error and uncertainty from

Instrument characterization - the
uncertainty contribution of non-
linearity, temperature, polarisation,

stray-light, & cosine response

the ancillary data it relies upon.

Lw(er ﬂ(b, gs) = Lt (91 A(;b! Bs) —pP (61 A‘nbr 60- Wsti (ar' A(ﬁr 65)

Model error— Other sources
of uncertainty can be

+ 0 included as a model error

for the processor.

Ly (0,A9,65,600, W)
Ed (95)

Rrs(B: ﬂ¢, 93) —

Irradiance,
Eq

Cstab = J (Cear c‘ml-t) +0 Ed('gs) = fd.f:rrEcaI (93)-+ (1 - fdirr) Eca! (Hs)fhcas + 0 fcas = f- +0
| 1 |

S = DNLight - DNDark

Scorr - Sclincstray

— N Fheos = f sin(26) do + 0
cal corrCCJcstaJCT fairr = f(AOD, Aerosol model) + 0 0




OLCl spectral response
Non-linearity Straylight

. . function error
Noise —{  u(DNyight) U(DNpgaric) [~ Noise characterisation characterisation |
error error
9K (n)
as ] | 30D u(C(n))
dDN, )
Dark u(Ciin) u(c
( stl‘ay)
T 1
S= DNLight — DNpark 9E Angle error
3 C(n)
Cotrm K(n) =——=+0 u(0)
[asm} N ¥y €(1) |
as
|
S _é ' ' Temperature dependence Model error u(e)
corr — Clincstray u(CT) characterisation error
OE,
| aE | 0E dEoLe GK%I;S —
) Oor (et ) a);aj
I | S—
Ecat = Scorr €calCstap €1+ 0 Eorct = 2nEca(m) - K(n) +0 /2
[ heos = feos (8) sin(26) d6 + 0
Eﬂ‘cal Model error, 0
Calibration 9Ccq u(0)— wavelength r?gn a?cEd
random error calibration error Eprcr hcos
o u(Cen) = g Model error; u(0)
Calibration cal Environmental effects
systematic error 9Csq I I

odel error
Ed(gs) = fdirrEOLCI(gs)fcos + (1 - fdirr)EOLCI (gs)fhcos + 0 u(0) v

1
Cstab = f(ccal!ccal,t) + [.]

afhcos
afCDS
Calibration |
random error
DCaeas 9E4 ((aE, )
} ) u(ccal,t) Ae : u(O) s a 1
Calibration calg, irr | Fone I
systematic error Model error, J fggs = f(el 7‘-) +(|)
calibration error
fairr = [ (AOD, Aerosol model) + 0 u(0) Angle © e |
u
| | error (28 u(0)
m 65 Model Wavelength u(d) fcos I
Error in AOD measurement u(A0D) arrr error error ar Model
| dA0D I
error

Error in 65 aerosol model u(Aerosol model) Ofairr

SAerosol madel Downwelling Irradiance Uncertainty Tree Diagram — FRM branch




NPLE

Uncertainty propagation in HyperCP



Input Data (L1AQC)

!

/ Full FRM / Yes Full No RadCal No
<+ Instrument > Instrument
branch / Char. Char
l Yes
Inst t Characterizati * y
nstrumen aracterization: ]
: HyperOCR TriOS Class based v v

*  Dark current noise 7 \ branch HyperOCR TriOS

*  Linearity of response |
*  (alibration/stability
*  Straylight response Instrument based
*  Angularity of response correction

e  Thermal response

*  Polarization response v /

)

HyperOCR TriOS

Sirrex-7* RadCal
uncertainties

\4

Instrument-specific Class-specific

Class-specific

uncertainties st

propagated uncertainties uncertainties
propagated propagated

A
FRM-compliant with FRM-compliant with Non-FRM-compliant
small uncertainties bigger uncertainties with large uncertainties
. Non-FRM Class based Factory
Full characterisation FRM Class based . :
(SeaBird only) (Tr1OS only)

* The Seventh SeaWiFS Intercalibration Round-Robin Experiment (SIRREX-7), March 1999.




Default branch measurements equations

e Irradiance

Eq (4) = Eq (4) - Ccal @) Cstab @) Clin (1) Cstray (Der (A)fcos

 Radiance
Le(A) = Le(A) - ccai(ACstan (A)Clin(/l)cstray (Der (A)Cpol(/l)




Approach

Table 3. Summary information about each uncertainty component values for class-based approach (blue branch, Fig. 5)

Exemplary uncertainty magnitude for PDF Correlation Correlation between
class-based characterisation shape ‘CoIT._X 'corr._bhetween'
Variable symbol Variable
- name/description
TRIOS HyperOCR
Mean value of DNs
(Dﬂlighmx - DNdark.Lx) measured by a single Standard deviation calculated per Normal Random N/A
(DMighess — DNagyges) | Instrument at a measurement from data statistics
“station”
Absolute  radiometric Uncertainty values from calibration
Ceal R . certificate divided by 2 to convert them back Normal Systematic Between all three instruments
calibration - .
into standard uncertainty, k=1
Absolute calibration .
Cotaly stability 1% Rectangular Systematic N/A
Clin Detector non-linearity 2% Normal Systematic Between all three instruments
Vary spectrally and per instrument due to
c Spectral stray light difference in spectral shape of the signal, Normal Systematic Between all three instruments
stray should come from the class-based stray light
file
fe Vary spectrally come from the class-based . .
cr Temperature sensitivity temperature sensitivity file Normal Systematic Between all three instruments
Vary spectrallv and Vary spectrally and
Polarisation sensitivity per in ent to use per instrument triple . Between two radiance
Cpal . published data from Normal Systematic .
(Radiance only) i . values for TRIOS, as instruments
(Talone and Zibordi, shown in [AD-1]
2016)
Cosine response N e .
Ceos (Irradiance only) Directional 3.5% Directional 2% Normal Systematic N/A




Approach

+

Table 4 — Summary information about each uncertainty component for sea surface reflectance factor () estimation
using Mobley method

A i Exemplary . Correlation
:Tan].';tglle Vm:?‘liiﬁ crintion | tncertainty PDF shape Cu?:'relaunn between
ym nam P magnitude SOLL& 'corr._between'
Calculated for each
cast depends on all
e Sea surface input components, Normal Random N/A
reflectance : !
especially wind
speed
w, Wind speed 1ms™ Normal Random N/A
Ag Relative azimuth 3° Normal Random= N/A
B, Solar zenith angle 0.5° Normal Random N/A
Difference between
+0 Model error Mobley and Zhang Rectangular Systematic N/A
method




Default Branch CP Implementation Example NPLE

Source of Input

Uncertainty Uncertainty
DNlight Std (k=1)
DNdaT‘k Std (k=1)

Ceal Tartu file » Occurs at L1B during dark correction, c.,; is taken from
c 19 Tartu file.
stab O° - Time average DNy;gne & DNggr.-
Clin 2% * Remaining coefficients are set to 1.
R FRM4SOC- « Measurement function is defined in python.
1 * Punpy generates samples from inputs and uncertainties.
Cromn Tartu file  Runs M=10000 Monte Carlo uncertainty propagation

according to the GUM.
Ccos 2% « OQOutput is divided by signal to generate relative uncertainty.
« Saved in the uncertainty budget group.
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Using Monte Carlo

« "
R, = (LiCeatoz22 — (p * LiCeai0223) / EsCeatozss

» First, we need to identify our randorn
measurement function, f

* We need our inputs to the
measurement function with their
associated uncertainties
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GUM Methodology applied in COMET tool ®@Met
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* Then we build samples of M draws,
based on known input correlation

Yes

« We run those samples through f £ s

propagated

* u-(y) can be found from the statistics 0 gz
the Output [ large instrument J

uncertainties

. - Abscal. - .
~._ withuy -~




How FRM Uncertainties are Propagated

* We combine and process samples Noise—| u(DNigness) | | w(DNoarkze) |-Noie
d i re Ct I y BD;j:m chafzzilii};iion Model error,
] } error Wa\:felen.gth
« We calculate uncertainty (in theory) 1o = DNusgoze — DNoarkse |aenoninesty ol oo
alongside the processor |7 (i) e
» Correlations are engendered within — =
the Samples Lt = SLthall,LtCstcfb,LtClin,LtCT Ltcstr;ly,LthoI,Lt +0
» L2 uncertainties (R, Lw, NLw), are Calibration error 1 (Ceat )
calculated using distributions of Es, sty etor om0 omsa]” qopenqonce__ [
Li, Lt, & Rho which contain e,
information of uncertainty and Polaisaton dependence (s
characterisation error —4(epoLu) [ﬂcpog

correlation



FRM Uncertainties — an example

LW(QJ &‘ti}rgs) =] Lt (3, ﬂ(ﬁ', H.S'} - P (6!‘&9‘): QUJ W)Liigfi '&(pr 65‘) +0

Model errar,

bw u(0) —Environmental
\ e J effects

2_FRM.run_sampl

2_FRM.run_sample

f Lw_FRM(1t, rho, 1i):

1 1t - (rho * 11) return (1t - (rho * 11)) /




HyperCP

Variable Symbol Variable Name Uncertainty Source

DNI|ghtL DNdarka
(DN“ght,ES DNdark.Es)

Ccal

Cstab

Clin

Mean value of DNs measured
by a single instrument at a
“station”

Absolute Radiometric
Calibration

Absolute Calibration Stability
Detector Non-Linearity
Spectral Stray Light
Temperature Sensitivity
Polarisation Sensitivity

(Radiance)
Cosine Response (Irradiance)

Standard deviation calculated
from statistics of filtered
measurements

Instrument specific
characterisation

Instrument specific
characterisation

Instrument specific
characterisation

Zong stray light correction
method

Instrument specific
characterisation

Class specific characterisation

Instrument specific
characterisation

NA

NA

NA

No

No

No

No

No

Class Based m
Correction Applied

NA

NA

NA

Yes

Yes

Yes

No

Yes

>1



Relative Uncertainty (%)

Uncertainty Results — PySAS sample data

Uncertainty_with_Zong_Correction - Full Correction for ES
Seabird HyperOCR

14

13

12

11

10

ES Unc FRM4S0C2 FICE22 NASA 20220719 080000 L2 STATION 32 0
ES Unc FRM4S0C2 FICE22 NASA 20220719 080000 L2 STATION 32 0 FRM
ES Unc FRM4S0C2 FICE22 NASA 20220719 080000 L2 STATION 33 0
ES Unc FRM4SOC2 FICE22 NASA 20220719 080000 L2 STATION 33 0 FRM

0 T T T T
380 430 480 530 580 630

Wavelength (nm)

680 730 780 83

Relative Uncertainty (%)

Uncertainty_with_Zong_Correction - Full Correction for LI
Seabird HyperOCR

Relative Uncertainty (%)

Uncertainty_with_Zong_Correction - Full Correction for LT
Seabird HyperOCR

—— LT Unc FRM45S0C2 FICE22 NASA 20220719 080000 L2 STATION 32 0
—— LT Unc FRM450C2 FICE22 NASA 20220719 080000 L2 STATION 32 0 FRM
—— LT Unc FRM4SOC2 FICE22 NASA 20220719 080000 L2 STATION 33 0
—— LT Unc FRM4S0C2 FICE22 NASA 20220719 080000 L2 STATION 33 0 FRM

—— LI Unc FRM4SOC2 FICE22 NASA 20220719 080000 L2 STATION 32 0
—— LI Unc FRM4SOC2 FICE22 NASA 20220719 080000 L2 STATION 32 0 FRM
—— LI Unc FRM450C2 FICE22 NASA 20220719 080000 L2 STATION 33 0
—— Ll Unc FRM450C2 FICE22 NASA 20220719 080000 L2 STATION 33 0 FRM
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Uncertainty Results — PySAS sample data

Rrs Uncertainty (%)

Rrs - Uncertainty_with_Zong_Correction - Full Correction
Seabird HyperOCR

17.5 + —— Rrs Unc FRM4SOC2 FICE22 NASA 20220719 080000 L2 STATION 32 0
—— Rrs Unc FRM4S0C2 FICE22 NASA 20220719 080000 L2 STATION 32 0 FRM
| —— Rrs Unc FRM450C2 FICE22 NASA 20220719 080000 L2 STATION 33 0
| = Rrs Unc FRM450C2 FICE22 NASA 20220719 080000 L2 STATION 33 0 FRM
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NPLE

Congratulation!

| finished and you survived ;-)
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