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The current document constitutes the deliverable D-6C (Above-water field radiometry and data handling for
ocean colour applications) as required by the terms of the Invitation to Tender (ITT) No. 20/220036 “Copernicus
— Fiducial Reference Measurements for Satellite Ocean Colour (FRM4SOC phase-2) issued by EUMETSAT.

The PMP is the controlling document that sets the principles for defining, organising, monitoring and controlling
all activities within the project, including the identification and mitigation of possible risks.

2 Compatibility

Table 2-1. Compatibility

No. Requirement | |

1. | Guidelines on ensuring quality in field measurements and data handling methods
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This document reviews the basic elements underpinning above-water radiometry and aims at providing guidance to
scientists approaching in situ measurements for ocean colour applications targeting the assessment of satellite data products.
The document, which benefits from extracts from various publications, complements the information already included in
community protocols with a practical view to field equipment, instruments calibration and characterization, measurement
practices, quality assurance, data reduction and processing, quality control, quantification of uncertainties and the application
of in situ data to the assessment of satellite data products.

4 Introduction

Satellite data products satisfy application needs and ensure return on investment when they meet users’ requirements.
Therefore, the verification of user’s requirements is a mandatory step for satellite data products, which are often generated
through complex processes involving remote technology, indirect sensor calibration and, a number of algorithms and
models. This verification process implies the assessment of satellite derived data products. Such a practice commonly
requires access to in situ reference data of high accuracy, which entails: state-of-the-art absolute radiometric calibration and
comprehensive characterization of field radiometers; accurate implementation of measurement protocols; execution of
extensive in-situ and laboratory measurements and finally the processing of collected data applying severe quality control
procedures.

Recognizing that ‘Good (practically useful) data do not collect themselves. Neither do they magically appear on
one’s desk, ready for analysis and lending insight into how to improve processes’ (Vardemann and Jobe 2016), field
radiometry has become an integral component of any satellite ocean colour mission. Indeed, in situ optical radiometry data
are essential for: i. the indirect calibration (i.e., system vicarious calibration) of satellite ocean colour sensors; ii. the
assessment of satellite primary radiometric products such as the normalized water leaving radiance or the equivalent remote
sensing reflectance; and finally 7ii. the development of bio-optical algorithms linking primary radiometric quantities to
derived ocean colour data products such as water inherent optical properties or the concentration of optically significant
water constituents.

Ocean colour in situ radiometry can benefit of various measurement methodologies: in-water radiometry relying on
optical sensors operated in the water column; above-water radiometry relying on sensors looking at the sea by applying strict
observation geometries; and finally near-surface radiometry with sensors operated just above or just below the surface.
These methodologies, which were matter of extensive investigations and inter-comparisons, exhibit advantages and
drawbacks. In-water radiometry allows for comprehensive characterizations of the water column, but implies relatively
complex deployment operations and exhibits limitations in shallow or highly absorbing waters. Above-water radiometry,
restricted to the determination of the sole water-leaving radiance or equivalent radiometric quantities, allows automated field
operations, but measurement accuracy is affected by low sun zenith angles and moderate to high sea state. Near-surface
methods allow for a relatively easy determination of the radiance leaving the water, but they are very sensitive to wave
perturbations, which restrict their operation to a low sea state.

In the course of the last three decades a number of theoretical and applied investigations increasingly consolidated
the physical basis underpinning the principles supporting ocean colour in situ radiometry. This led to the definition of
various measurements protocols, even though still calling for advances allowing to lessen uncertainties in data products.

This document provides a series of recommendations on above-water radiometry to scientists approaching in situ
measurements for ocean colour applications with focus on the assessment of satellite data products (see the schematic in Fig.
1). The document, that benefits from extracts from various publications, complements those information already included in
community protocols with a practical view to field equipment, instruments absolute radiometric calibration and
characterization, measurement protocols, quality assurance, data reduction and processing, quality control, quantification of
uncertainties, application of data to the assessment of satellite data products.

) On above-water radiometry

Radiometry is the science dealing with the properties of the electromagnetic radiation. In the specific case of ocean
colour, it focusses on spectral radiance and plane irradiance in the visible and near-infrared regions of the spectrum.

Spectral radiance is a measure of the flux per unit solid angle, unit projected area and wavelength. This is a
directional quantity commonly measured in W m? nm! sr! through a conical field-of-view. Assuming a full-angle field-of-
view 0, the related solid angle is Q = 2n-(1—cos(0/ 2)). A basic assumption underlying radiance measurements is the spatial
homogeneity of the flux in the sensor full-angle field-of-view. The most common ocean colour radiance quantity is the
spectral water-leaving radiance L,, (1), which is the radiance emerging from below the water surface, quantified just above
the surface and carrying information on the absorption and scattering properties of the optically significant water
constituents as a function of wavelength A.
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Figure 1. Schematic illustrating the assessment of satellite ocean colour data products centred on in situ reference
measurements. Essential components of such a process are the field instruments, their absolute radiometric calibration and
characterization, and an unavoidable number of contributions embracing, but not restricted to, the development and
assessment of measurement methods and collaborative efforts on field activities and data handling, processing and archiving
(adapted from Zibordi et al. 2020).

Spectral plane irradiance is a measure of the flux per unit surface area and wavelength. This quantity, commonly
expressed in W m? nm’!, is measured through a horizontal collector exhibiting cosine (angular) response. The accuracy of
the cosine response and its stability over time, are fundamental elements of any plane irradiance sensor. Irradiance collectors
are specifically designed for in-air or alternatively for in-water applications. A plane irradiance of relevance for above-water
radiometry is the downward spectral irradiance Eg(A) quantified at the water surface.

The general above-water method considered here relies on the application of calibrated radiometers allowing for
absolute spectral measurements of the total radiance from the water surface Ly(6, ¢, 4) (which includes contributions from
the water-leaving radiance and, additionally from sky- and sun-glint) and of the sky radiance L;(6’, ¢, 1), performed with
observation geometries defined by the relative azimuth angle ¢ between sensor and sun, and the viewing angle 8’ specular
to O (i.e., 8' =180—0). The downward irradiance E;(A) is the radiometric quantity allowing for the minimization of changes
in illumination conditions that may affect Ly (6, 4 1) and L;(6’, 4, A) during measurement sequences. The remote sensing
reflectance defined by R,5(1) = L, (1)/Es(1) expressed in units of s+, is one of the derived quantities of relevance for
ocean colour investigations (for details see IOCCG 2019).

Measurements of Eg (1) should be performed simultaneously to Ly (6, ¢,A) and L;(6’, ¢, 1). However, in the specific
case of clear sky conditions essential for the validation of satellite data products, E5(1) could be computed using actual
atmospheric optical parameters such as the aerosol optical depth (). Nevertheless, this theoretical value is only relevant
for the computation of R,;(4) and it cannot support the minimization of possible illumination changes in Ly(6, ¢, 1) and
L; (6", ¢,2) during the measurement sequence. The use of theoretical values of Eg(4), if computed using the same models
applied for the determination of satellite radiometric data products (e.g., by using the atmospheric diffuse transmittance
t, (1) as shown in Zibordi et al. 2009), increases the consistency between satellite and in situ data: this naturally assists the
assessment of data products by reducing a source of uncertainty (i.e., it removes uncertainty contributions due to the
measured E5(4) because the related uncertainties cancel out during the validation process).

It is also mentioned that when benefitting of a relative stability of the sky-radiance distribution during clear sky
conditions, simultaneous measurements of Li(0,¢,.) and Lt(6,¢,4) are not strictly necessary.

The water-leaving radiance L, (6, 8, ¢, 1) with 6 indicating the sun zenith angle and (6,¢) the viewing geometry, is
determined by the following idealized measurement equation

Ly (6,60, 4,4) = L7(8,4,4) = p(6, §,60, W, 7a)L; (6", 4,2) (M

where p(6,¢,60, W, ) is the sea surface reflectance factor (so-called p-factor) with the wind speed W conveniently
expressing the sea state and the aerosol optical depth 7 indicating dependence on the atmospheric optical properties

Equation (1) assumes that the sky-radiance Li measured from a given direction and the modelled p-factor can
satisfactorily allow for removing any sun- and sky-glint contributions in Lt. This naturally implies that the assumptions
supporting the theoretical determination of the p-factor closely apply for the actual measurement conditions. For example, p-
factors determined for clear sky conditions are unlikely to represent observations heavily affected by cloudiness.
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Additionally, the sun- and sky-radiance contributions reflected by the sea surface into the field-of-view of the Lt
sensor are from a number of directions depending on the orientation of the facets created by waves. Because of this, sky-
radiance and wave-slope distributions not accurately representing the actual measurement conditions may lead to an increase
of uncertainties with @hand W, which are key parameters for the theoretical determination of the p-factors. Consequently, a
fundamental aspect of above-water radiometry is the selection of the measurement geometry. The suitable ones should allow
for minimizing the variability of glint perturbations in Lt measurements and thus maximize the probability that the modelled
p-factors accurately account for the sun- and sky-radiance contributions reflected by wave facets into the sensor field-of-
view..

Mobley (1999) suggested a viewing angle 6 of 40° and a relative azimuth ¢ of 135° as the most appropriate to
minimize sun glint perturbations in above-water radiometry. This recommendation is fully supported by the lower and more
stable values of modelled p-factors determined for diverse sun zeniths and sea states with ¢ =135° (see Fig. 2). However,
this ideal geometry applied to actual field measurements may lead to appreciable perturbations by the superstructure of
deployment platforms, with impact increasing with sun zenith. In fact when using ¢ = 135°, the Lt radiometer would
generally look at the sea close to the deployment structure or at its shadow. Because of this, the selection of the relative
azimuth angle needs to trade-off between a measurement geometry minimizing glint effects and that minimizing
infrastructure perturbations: ¢= 90° is considered a viable solution (see Fig.s 2 and 3).

Finally, considering the relevant impact of wave perturbations, the determination of Lw(0,#,4) should rely on
successive measurements sequences lasting a few minutes each. These are essential to support quality control procedures
targeting tests on the stability of Es(4) and Li(0,¢,1), and more importantly of L1(0,¢,4). Details on these tests are provided in
the section On quality control.

U=5ms

Figure 2. Distributions of p-factors as a function of the viewing and relative azimuth angles for wind speeds of 5 and
10 m 57!, and sun zenith of 30° (adapted from Mobley 1999). The yellow filled circle mirrors the sun position. The shadowed
light-blue areas highlight viewing geometries most suitable for above-water radiometry. The blue and red filled circles
indicate the Lt viewing geometries relying on ¢ = 135° and ¢ = 90°, respectively.
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Figure 3. Measurement geometry commonly applied for above-water radiometry: relative azimuth ¢ = 90° and viewing angle
6= 40° implying 6' = 180° — @, with & indicating the sun zenith angle (reprinted from IOCCG 2019).
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For completeness it is mentioned that above-water methods relying on relative measurements of the radiance from
the sea and of the total downward irradiance reflected by a horizontal, homogeneous and lambertian plaque (e.g., see Carder
and Steward 1985), are often considered an alternative to the application of calibrated radiance and irradiance sensors
allowing independent measurements of Es(4), Li(6,4,4) and Lt(0,4,4). However, this method is challenged by the difficulty of
ensuring reliable field implementations (i.e., minimizing perturbations by close obstacles, and enforcing accurate geometries
and proper handling of the plaque), which would affect the accuracy of measurements and the quantification of their
uncertainties.

Further, a number of processing solutions were proposed as alternatives to Eq. (1). All these solutions attempt an
optimization of the sky-glint removal, that is the minimization of any residual sky radiance affecting Lw(1) (see Lee et al.
1997, Gould et al. 2000, Ruddick et al. 2006, Simis and Olsson 2013, Kutser et al. 2013, Groetsch et al. 2017). However,
their effectiveness in reducing data collected during clear sky conditions is not definitively proven (Pitarch er al. 2020).
Because of this, considering the primary objective of supporting the application of in sifu radiometric measurements for the
validation of satellite ocean colour data products naturally related to clear sky conditions, it is suggested to strictly rely on
the basic measurement equation given by Eq. (1) .

Finally, a relevant element, often overlooked in above-water radiometry, is the need to correct L,, (68, 8, ¢, 1) for the
non-nadir view of the Lt sensor. This correction implies assumptions on the bidirectional reflectance properties of the water
and the application of consistent modelling solutions (see section On data reduction and processing). This need should
discourage the adoption of diverse values of ¢ for operational measurements performed with different sun elevations. In fact,
correction factors determined for diverse measurement geometries would be very likely affected by different uncertainties,
which are difficult to quantify and which would naturally lead to potential intra-measurement inconsistencies.

6 On p-factors

Simulated p-factors are commonly determined by dividing theoretical values of the total radiance L7 in the direction
(6. ¢) by the sky-radiance L; from the direction (6,¢"), ideally accounting for the field-of-view of the Lt and L; sensors. As
already anticipated, the accuracy of computed p-factors is constrained by the ability to exactly determine Lt(6,¢,4) through
the modelling of sea surface reflectance features and consequently the sun- and sky-light contributions reflected into the
field-of-view of the Lr sensor. It is mentioned that the involved processes develop over i. time scales largely determined by
the sensors sampling times and ii. spatial scales varying from a few up to several tens of cm? as a function of the sensor field-
of-view and of the sensor height above the sea surface.

Valuable and extensively applied p-factors are those proposed by Mobley (1999). These were determined from
simulations performed at A = 550 nm by modelling: i. the sea surface perturbations as a function of wind speed through the
Cox-Munk parameterizations of wave slopes; and ii. the sky-radiance distribution accounting for aerosols and multiple
scattering, but neglecting polarization effects. Alternative p-factors were successively proposed by Mobley (2015), also
determined at A = 550 nm, but modelling: i. the sea surface perturbations accounting for wave height and slope variance; and
ii. the sky-radiance distribution by accounting for polarization effects, but neglecting aerosols and multiple scattering. In
summary, while the early p-factors from 1999 do not account for polarization, the latter p-factors from 2015 determined for
a purely molecular sky are expected to represent extreme polarization effects because of the absence of any depolarization
contribution by the aerosols.

0.10 0.10

—— (b) ——0
0.08 4 0.08 A
— 0.06 8 — 0.06 8
= s, B -1
2 0.04 < 0.04
——~ . .~
0.02 0.02 \
(a)
0.00 0.00
0 10 20 30 40 50 60 70 80 90 0 10 20 30 40 50 60 70 80 90
Sun Zenith [degrees] Sun Zenith [degrees]

Figure 4. Value of the p-factors for #=40° and ¢ = 90°, determined neglecting polarization effects (pV) in the left panel and
accounting for them (pP) in the right panel (adapted from Zibordi 2015). The shaded areas highlight the values of pY and p”
leading to the determination of close L, (6, 8y, ¢, 1).
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The p-factors proposed by Mobley in 1999 and those in 2015, exhibit differences more marked for low and high sun
zenith angles (see Fig. 4). An experimental assessment (Zibordi 2016) indicated slightly better performance of the p-factors
determined neglecting the polarization effects, when restricting their evaluation to measurements performed with relatively
low wind speed (tentatively <5 ms™) and away from low and high sun zenith angles (tentatively 20° < 6 < 70°). This
finding suggests a confident application of the p-factors from Mobley (1999), at least until new spectral p-factors accounting
for aerosol type and load, and ideally polarization effects (e.g., Harmel 2023), are comprehensively assessed.

7 On optical radiometers and their fore-optics

When evaluating above-water radiometers for field operations, it is important to appreciate that diverse applications
may have different requirements and that diverse technologies may have reached a different stage of maturity. Because of
this, any specific application should be sustained with instruments able to satisfy requirements, duly accounting for the direct
or indirect support obtainable from the community to ideally minimize individual efforts on instruments absolute radiometric
calibration and characterization, and also on data processing.

Optical radiometers can be separated into two major classes: multispectral and hyperspectral.

Multispectral radiometers have a few spectral bands typically 10 nm wide commonly chosen to match those of
satellite sensors. The individual spectral bands are realized through spectral band-pass filters coupled to photodetectors. A
potential weakness of this technology, aside the limited number of spectral bands, is the spectral response outside the
nominal band-passes (the so-called out-of-band response), which may become the source of measurement errors varying
with the spectral shape of the incoming light. Significant advantage offered by multispectral radiometers is their relatively
simple and robust optics design, which normally minimizes sensitivity to polarization and stray light (light from one region
of the spectrum interfering with light from another region due to scattering or reflections in the optical system), and
consequently lessen the need for instrument characterizations.

Hyperspectral radiometers exhibit a number of spectral bands typically varying from tens to hundreds. These
radiometers use dispersive optical elements (i.e., diffraction gratings or prisms) allowing to realize spectral bands
continuously distributed across the spectrum with widths commonly comprised between 3 and 10 nm. Opposite to multi-
spectral radiometers, the higher complexity of the optics due to various reflecting and diffracting components, make
hyperspectral radiometers more affected by stray lights and sensitive to polarization and temperature with effects varying
with wavelength. When evaluating the performance of hyperspectral radiometers (e.g., see Table 1), it is important to
distinguish between spectral sampling defining the distance between the centre-wavelengths of contiguous bands, and
spectral resolution defining the amplitude of each band (see Fig. 5).

Sampling
interval

100

50

Intensity of spectral response (%]

M A2 A3
Wavelength [nm)

Figure 5. Spectral resolution determined by the full-width-half-maximum (FWHM) of the spectral bands and spectral
sampling (i.e., sampling interval) determined by the distance between spectral bands (adapted from Zemek 2014).

In summary, multispectral radiometers largely compensate the limitation of sampling at a few discrete spectral
bands, still matching those of most satellite ocean colour sensors, with less demanding instrument characterizations.
Conversely, hyperspectral instruments, which offer the major advantage of a continuous distribution of spectral bands across
the visible and near-infrared portions of the spectrum, imply a larger number of characterizations. Definitively, some of
these characterizations may be applicable to classes of instruments with a major community benefit.
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Table 1. Recommended specifications for hyperspectral radiometers of relevance for satellite ocean colour validation
activities (after IOCCG 2019).

Spectral Range: 380 to 900 nm (an extension in the ultraviolet is desirable)
Spectral Resolution: 3-10 nm (FWHM)

Spectral Sampling: 1-3 nm (or at least 2 times the spectral resolution)

Wavelength Accuracy: 10 % FWHM resolution

Wavelength Stability: 5 % FWHM of resolution

Signal-to-Noise Ratio: 1000:1 (at minimum)

Stray Light Rejection: 1075 (of the maximum radiometric signal at each spectral band)
FOV Maximum (full-angle):  5° (for above-water)

Temperature Stability: Specified for 0—45°C

Linearity: Correctable to 0.1 %

The field-of-view is a relevant parameter in above-water radiometry. In fact, due to the high variability of sun- and
sky-glint contributions to L1(6,4,4), large field-of-views would increase the averaging of wave effects while small field-of-
views would imply a higher variability across successive measurements. It is recognized that restricting the determination of
Li(0,¢,4) to any full-angle field-of-view lower than 20° would only have marginal impact on the quantification of Lw(8,9,1).
Nevertheless, a general recommendation would be to use full-angle field-of-views not appreciably exceeding 5°. Some
investigation showed the major advantage of a full-angle field-of-view of approximately 1°, which allows for an efficient
flagging of those measurements affected by high variance due to glint perturbations (Zibordi 2012).

The angular response of irradiance collectors is unlikely to exhibit ideal cosine dependence. Ultimately, the cosine
error (i.e., the deviation from the ideal cosine response) may largely vary from sensor to sensor of the same series (see also
On the absolute radiometric calibration and characterization of field radiometers). Consequently, it is essential that the non-
cosine response of any individual irradiance sensor is always characterized and that cosine errors do not exceed the
thresholds recommended in protocols (see IOCCG 2019).

Finally, the application of multispectral radiometers using filter-wheel technologies should not be considered for
above-water radiometry due to the consequent asynchronous collection of the spectral data required for the determination of
Li(0,¢,4) and L1(6,¢,4). However, a strict quality control of measurements was shown to minimize the impact of such a major
drawback (Zibordi et al. 2021).

On the absolute radiometric calibration and characterization of field radiometers

The sentence ‘... adequately sampled, carefully calibrated, quality controlled, and archived data for key elements of
the climate system will be useful indefinitely’ (Wunsch et al. 2013), clearly conveys the message that relevant data will be
permanently valuable if: adequately sampled, implying that appropriate measurement strategies were adopted and
implemented; carefully calibrated, implying that the necessary absolute radiometric calibrations and characterizations were
performed for the measuring instruments; quality controlled, implying that state of the art processing and quality control
were applied; and finally archived, implying the existence of solutions allowing the community to access the data. It is
emphasized that calibration, leading to the conversion of sensors output from relative to physical units, is a fundamental
element in the above list of general requirements.

Metrological traceability indicates a common origin of the reference, for instance the international reference
systems, ensuring that measurements are comparable regardless of instrument, time, location and operator. Metrological
traceability is thus the sequence of measurement standards and calibrations that are used to relate a measurement result to a
reference. In the case of optical radiometers, traceability implies their absolute radiometric calibration through a radiance or
irradiance source, commonly based on a 1000 W quartz-halogen FEL lamp with tungsten coiled filament, directly or
indirectly calibrated with respect to the freezing temperature of gold. Consequently, absolute radiometric calibration can be
defined as the practice consenting to compare the output from an instrument with that of a calibration standard (commonly
called working standard) with known uncertainty determined through the traceability pyramid (see Fig. 6). This process
encompasses the determination of the absolute radiometric response (i.e., responsivity) of the sensor and leads to
establishing the relationship providing measurements with defined units and uncertainties from the output of the instrument.

Characterization, complementary to absolute radiometric calibration, is the determination of the distinctive features
of an instrument allowing to account for deviations from its expected ideal performance. These may include: temperature
dependence; response change with time; polarization sensitivity; stray light effects; and deviations from the ideal angular
response for irradiance sensors (see Table 2).

In the following sections, the generic term calibration will identify the combined application of both absolute
radiometric calibration and instrument characterizations.

IMPLEMENTED BY

Pl PROGRAMME OF .
L THE EUROPEAN UNION bpemlCUS G EUMETSAT

b £
* Europe’s eyes on Earth



Date: 20.08.2025
Page 12 (40)

Ref: FRM4SOC2-D6C
Ver: 2.0

EUMETSAT Contract no. EUM/C0/21/460002539/J1G
Fiducial Reference Measurements for Satellite
Ocean Colour (FRM4SOC Phase-2)

A

Figure 6. Traceability pyramid illustrating the unbroken chain of comparisons supporting absolute radiometric calibrations.
Uncertainties increase from the apex to the base during each comparison process leading to the creation of the working
standards commonly applied in calibration laboratories.

Following Zibordi et al. (2019) the conversion from relative to physical units of the radiometric quantity J(4) (either
irradiance E(1) or radiance L(4)) at wavelength 4 is performed through

3(4) = Cs(2) R(4) DN(S(D) @

where Cs(4) is the in-air absolute radiometric calibration coefficient (determining the responsivity) and N(4) (for
simplicity only expressed as a function of &) a correction factor accounting for all deviations from the ideal performance of
the measuring instrument. Specifically, in the case of an ideal radiometer X (4)=1, but more in general

R(A)= Ni(i(4)) Ni((4) ... Nu(k(2)) ©)
where Ni(i(4)), Nj(G#)), ..., and Nk(k(1)) are the correction terms, assumed independent for the different
contributions indexed by i, j, ..., k affecting the non-ideal performance of the considered radiometer. It is specified that the

term DN(J(2)) indicates the digital output corrected for the dark value (i.e., the actual digital output DN(J(1)) from which
the dark value DO(1) measured by obstructing the entrance optics, has been subtracted).

Absolute radiometric calibrations and characterizations require facilities providing access to laboratory standards of

spectral irradiance, reflectance plaques, spectral filters, regulated power supplies. Unsurprisingly, the majority of scientists
carrying out field measurements do not have easy access to these facilities. Still, the necessary support may come from
manufacturers or reference laboratories sustained by major measurement programs. Standardization of instruments obtained
by adopting a restricted number of instrument models targeting applications would definitively make the characterization
process more focused and consequently effective for the community. It is emphasized that inter-calibrations among
laboratories are essential to identify issues in absolute calibration and characterization set-ups, radiometric sources, or even
protocol implementations. An example of laboratory inter-comparison for absolute radiometric calibrations of a radiance
sensor is shown in Fig. 7. This example, aside from quantifying differences through ratios of calibration factors from diverse
laboratories, shows uncertainties determined for each compared value and additionally assumes that one of the calibration
laboratories (i.e., the National Institute of Standards and Technology) can provide reference data.
For detailed information on radiometers absolute calibrations and characterizations, the reader is addressed to the Protocols
on Field Radiometry for Ocean Colour Validation (I0CCG 2019) and to Guidelines for individual OCR full characterisation
and calibration (Vabson et al. 2023). Examples of characterizations specific for hyperspectral radiometers widely used by
the community are provided in Fig.s 8-11.
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Table 2. Absolute calibration and characterizations expected for optical radiometers together with their envisaged temporal
occurrence (reprinted from IOCCG 2019). This table was built on the assumption that the characterizations, the related
uncertainties and the expected target uncertainties for data products obtained from specific radiometers or systems, allow for
ideally considering a number of class based characterizations. Definitively, strict target uncertainty requirements, or
instrument series exhibiting large differences in radiometer-to-radiometer performance, may suggest the need for individual
characterization of each radiometer. It is emphasized that occasional, initial and class-based characterizations should be
taken over by major measurement programs in collaboration with manufacturers and established reference laboratories.

| megular | Occasional | Initiall |  Class-based |
X

(irradiance)
Immersion factor

Temporal response

1.04

1.03f ]

1.02f .

1.01f .

0.99

C,, GSFC, JRC/ SIRCUS

0.98

i i i i i

400 500 600 700 800 900
Wavelength, nm

Figure 7. Ratio of absolute calibration coefficients determined for a multispectral radiance sensor at the Goddard Space
Flight Center of the National Aeronautics and Space Administration (GSFC, open circles and squares) using an integrating
sphere and those determined at the Marine Optical Laboratory of the Joint Research Centre (JRC, triangles) using an FEL
lamp in combination with a reflectance plaque, over those determined by the National Institute of Standards and Technology
(NIST) obtained through laser-based facility for Spectral Irradiance and Radiance Responsivity Calibrations using Uniform
Sources (SIRCUS) (reprinted from Johnson et al. 2022).
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Figure 8. Relative change in spectral response € as a function of temperature determined with respect to the reference
response at temperature T=20° C (panel a), and temperature coefficient ¢(A) in units of (°C)! (panel b) for the hyperspectral
radiometer SAM-8508 (reprinted from Zibordi et al. 2017). It is essential to appreciate that an accurate determination of
changes in response with temperature requires information on the actual working temperature of the optical sensor. Because
of this, when radiometers do not have internal temperature sensors, there is the need to conceive and apply solutions
allowing to quantify correction factors for temperature response (see On quality assurance).
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Figure 9. Stray light distribution matrix (left panel) for the hyperspectral radiometer SAM-8346 and application of the stray
light correction matrix to a monochromatic signal at 576 nm (right panel). In the left panel the measurement and excitation
wavelengths are on the x and y axes in units of nm, respectively. The values of the matrix coefficients, in normalized (raw)
counts, are displayed in log-scale. The green and red ellipses highlight spectrally extended stray light perturbations. The
black straight lines near the diagonal identify the in-band response regions. In the right panel the measured and the corrected
signals are shown in blue and red, respectively. The 1-count level is indicated by the dashed line (reprinted from Talone et
al. 2016). 1t is likely that instrument batches manufactured applying the same design and optical components, exhibit very
similar stray light perturbations. Once verified, this would allow to confidently apply the same stray light correction
procedure to all the radiometers from the batch.
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Figure 10. Relative spectral non-linearity factors & in percent, determined for SAM-8516 as a function of the output counts
normalized at 3x10* counts (left panel) and non-linearity factors @ in counts' x 107% (right panel) as well as the
corresponding average value @ with the related standard deviations, for the hyperspectral radiometers SAM-82C1, SAM-
835C, SAM-84C0, and SAM-8516 (reprinted from Talone and Zibordi 2018). As for stray light perturbations, instrument
batches manufactured applying the same design and optical components may exhibit very similar non-liner response. In this
case too, once verified, the same non-linear correction procedure could be applied to each radiometer from the same batch.
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Figure 11. In-air cosine spectrally averaged responses Ex normalized at 20° (left panel) for various hyperspectral radiometers
with respect to the ideal cosine response and, spectrally averaged in-air and in-water values of the cosine error f.(0) =
En(60)/cos(6) — 1 in percent (right panel) displayed using continuous and dashed lines, respectively (reprinted from
Mekoui and Zibordi 2014). Opposite to other non-ideal instrument performances, the non-cosine response generally largely
varies across individual collectors. This implies the need for individual characterizations for each irradiance sensor.

On ancillary data and metadata

In addition to radiometric measurements performed strictly following protocols and supported by the related
calibration coefficients and characterization factors, the processing of above-water data requires a number of additional
information likely handled through an effective data management system. Relevant ancillary data and metadata include: date
and time (expressed in UTC); longitude and latitude; bottom depth, cloud cover and sea state; wind speed and direction
(even though of limited use, barometric pressure and, air and water temperature, should be also considered). Further, if data
are collected from non-fixed deployment platforms such as ships, it is fundamental that roll, pitch and heading of the
platform are recorded during each measurement sequence to determine the fulfilment of measurement requirements on
viewing geometry and platform stability. In particular, tilt determined from the composition of roll and pitch values, might
influence measurement accuracy of Es(A) and, to a lesser extent, of Li(6,¢,4) and L1(0,¢,4). In fact any significant sensor tilt
would affect the basic assumption of plane irradiance for £5(A) measurement requiring the sensor is operated horizontally.
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Similarly, in the case of Li(0,4,4) and Lt(6,4,4), any large tilt would lead to measurements not fulfilling pre-defined
observation and illumination geometries (see the section On quality control). Important, for systems exhibiting a variable
acquisition rate (i.e., adjusting the integration time as a function of light intensity with integration times that may exceed
hundreds of milliseconds), roll and pitch must be over sampled with respect to the radiometric measurements to allow for an
effective screening of data.

Finally, in view of supporting the implementation of future processing schemes relying on advanced spectral p-
factors, the aerosol optical properties including at least the spectral optical depth should be measured and duly archived. It is
mentioned that measurements of the aerosol optical depth are already needed for the computation of theoretical Es(A) when
not actually measured (e.g., see Zibordi et al. 2009). Last, while performing actual Es(\) measurements, the estimate of its
diffuse Ei(A) and direct Ep(A) components through a rotating-shadow band as displayed in Fig. 12 (see also Zibordi et al.
2002 and Hooker et al. 2003) is important for the determination of corrections minimizing of the effects of the non-cosine
response of irradiance sensors (see On data reduction and processing).

Figure 12. Set of Es sensors deployed on a pneumatic mast equipped with a rotating shadow band attachment. The band,
while moving above the sensors, obstructs the direct sun irradiance Ep(A) and allows for an estimate of the diffuse
component Ei(A) of the total downward irradiance Es(A).

10 On quality assurance

Quality assurance (QA) entails processes-oriented actions leading to the correct execution of measurements.
Consequently, quality assurance practices imply ensuring pre-deployment calibration to any component of the measurement
systems and putting efforts into proper installing and operating the equipment, correctly implementing measurement
protocols, and in general taking any action leading to the execution of measurements free from operational mistakes and only
marginally affected by environmental perturbations (e.g., wave and cloud perturbations, changes in illumination conditions
and optical properties of water while performing a measurement sequence).

The superstructure of deployment platforms are often the source of shading and reflection in field measurements
performed in their proximity: these perturbations, which are often difficult to quantify, need to be minimized in view of
avoiding significant measurement errors. Superstructure perturbations affecting Es(A) measurements can be avoided by
deploying the Es radiometers above any structure element that may be seen in the field-of-view of the irradiance sensor and
also well away from sources of pollution. Still, it is recalled that radiometers need daily maintenance (e.g., inspection and
cleaning). Telescopic poles operated at convenient locations of superstructures generally offer a practical solution to such a
need.

Equally relevant, but often overlooked is the location of Li and Lt radiometers whose measurements must also be
performed from a position that minimizes the impact of shading, reflection and water surface perturbation by the
superstructure. On ships, ideally profiting of a pole allowing to deploy Li and Lt radiometers at some height, a favourable
measurement location is offered by the bow. Assuming a suitable measurement geometry obtained with the sun azimuth
normal to the port or starboard sides, the Lt radiometer should look at portions of the sea undisturbed by ship wakes. Still
allowing for some flexibility in the measurement geometry, it is essential that the heading direction of the ship allows for the
Lt radiometer to view the sea surface at a distance d at least larger than the superstructure height # (Hooker and Morel 2003,
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Hooker and Zibordi 2005). This requirement often implies restricting the data collection to within specific azimuth limits
with respect to the ship heading. In the case of fixed deployment structures, whose heading cannot be changed,
measurements ideally not affected by superstructure perturbations are only possible during certain hours of the days. This
implies choosing a deployment location for the Li and Lt radiometers allowing to perform measurements unaffected by
superstructure perturbations at the most convenient time for the validation of satellite data products (i.e., tentatively around
local noon).

Superstructure perturbations affecting above-water radiometric data products may naturally exhibit a spectral
dependence with effects more pronounced in the red and near-infrared. Specifically, the work of Talone and Zibordi (2019)
showed superstructure perturbations well within 1% in the visible spectral region and exceeding 2% in the near infrared for
Ris(\) determined with ¢=90° and d ~ & when relying on a deployment platform characterized by low-reflectance. However,
for equivalent measurement conditions but considering the same platform characterized by high reflectance (i.e., a white
colour superstructure), perturbations increased up to approximately 1% in the blue-green and well exceeded 2% in the red
and near infrared spectral regions (see Fig. 13). This result, still qualitative and referred to a specific deployment structure,
indicates the need for extreme care in determining the distance d from the structure for which the data can be ideally
assumed free from major superstructure perturbations.
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Figure 13. Spectral changes 8g, (1) affecting Rgs (1) as a function of the distance from the superstructure for actual
measurement conditions (i.e., low reflectance) in the upper panels and additionally, for measurement conditions worsened by
the increased reflectance of the superstructure (i.e., high reflectance) in the lower panels (after Talone and Zibordi 2019).
The superstructure height / is 17 m. It is assumed that dg, (1) = 0 in the far field (i.e., well away from the superstructure):

this is tentatively fulfilled with d~17 m for the low reflectance case and with d ~ 25 m for the high reflectance case.

Field radiometric data may also require the minimization of potential bottom perturbations and adjacency effects in
satellite data (Zibordi et al. 2009), both hindering the actual comparability between in situ and satellite data products. This
suggests performing validation measurements at geographic locations free from bottom perturbations (which depend on
bottom depth and type, and the optical properties of water) and adjacency effects (which largely depend on the distance from
land, land cover, and the atmospheric and marine optical properties). While bottom perturbations could be roughly estimated
by guessing a spectral diffuse attenuation coefficient Kda(1) and bottom reflectance (see Zibordi et al. 2002), a distance larger
than tentatively 10 km appears a reasonable trade-off to minimize the impact of adjacency effects in satellite data (Bulgarelli
and Zibordi 2018, Bulgarelli and Zibordi 2020).
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11 On the radiometers response to temperature

Ambient temperature may largely affect the response of optical sensors. This is made evident by the dark signal,
which suggests that any measurement sequence should at least include appropriate determinations of the sensor dark counts
(i.e., the output counts in the absence of any input flux). When sensors do not allow for an automatic determination of the
dark signal (e.g., in the absence of an internal shutter), dedicated measurements should be performed by occulting the sensor
fore-optics. An inappropriate quantification of the dark signal would lead to poor bias corrections of Li(6,¢,4), L1(0,4,4) and
Es(\) measurements with the unavoidable introduction of measurement errors in Lw(6,4,4). Still, corrections for temperature
response should be applied accounting for sensors characterizations when the derived quantity is likely to be affected. This
step requires access to the internal temperature of the sensor or alternatively to the ambient temperature, depending how the
characterization was performed.

Ambient temperatures representative of the radiometer working one (i.e., the temperature at which the radiometer is
in thermal equilibrium) cannot be assumed equal to the air temperature. In fact the direct sun-light hitting the radiometer
would definitively impact its working temperature, which may vary across radiometers of the same system. A practical
solution allowing to reliably support the correction for the temperature response is achievable by increasing the thermal
capacity of the radiometer using an external sleeve made of material having the same thermal conductivity of the radiometer
case, and then considering as ambient temperature that measured inside the sleeve in the proximity of the radiometer case
(see Fig. 14). This approach showed differences between the ambient temperature measured inside the sleeve and the actual
air one varying from negligible to slightly higher than +5°C when the radiometer was exposed to the direct sun light during
clear sky with air temperatures not exceeding 27°C.

Figure 14. RAMSES sensor equipped with an external steel sleeve allowing to measure the ambient temperature in the
proximity of the sensor case (left side), paralleled to the regular sensor (right side).

The above solution, however, requires some engineering effort and regular temperature measurements inside the
sensor sleeve. An alternative solution is offered by the possibility to quantify the sensor working temperature directly from
the dark signal.

When considering a specific radiometer series (e.g., RAMSES by TriOS, Germany) not benefitting of an internal
thermistor, darks are obtained by the output of elements of the detector array painted black, or from the whole detector
elements once obstructing the entrance aperture with a cap.

Laboratory investigations of the dark signal from RAMSES radiometers show a clear dependence with temperature.
However, the sensitivity of the dark signal on temperature increases with the integration time (see left panel in Fig. 15). This
suggests that most accurate information on darks could be obtained with the highest integration time. Figure 15 (right panel)
illustrates such a dependence of the dark values determined with diverse integration times. Remarkable, the temperature
dependence on dark counts displayed in the left panel of Fig. 15, documents a low sensitivity below tentatively 30 °C. This
anticipates extremely low accuracy for radiometers working temperatures determined using the dark signal at a low ambient
temperature.

IMPLEMENTED BY

Pl PROGRAMME OF ) :
B THE EUROPEAN UNION LC)DGFHICUS G EUMETSAT

Europe’s eyes on Earth



Date: 20.08.2025
Page 19 (40)

Ref: FRM4SOC2-D6C
Ver: 2.0

EUMETSAT Contract no. EUM/C0/21/460002539/J1G
Fiducial Reference Measurements for Satellite
Ocean Colour (FRM4SOC Phase-2)

SE T T T T I T T T T T T [T T T T T T T[T T T T T g L L e e
£ sAM-8508 4 10f- ——
E SAM-8516 L= - .
E pE R N
- E 3 [ 16 ms 1
- E /3 8000 — 32 ms —
] - i = - 4 .|
%3: * t=4096ms /309 L 4
i Fl] o t= 256ms */' =) L 8192 ms _|
E _ 4 €
g E o t= 16ms ’ 3 3 e000 | |
3. E ! 39 F 4
No2fE 4 = 8 - B
@ = / 309
5 F <’ 2° w0l i
z E . _ o] - R
1:;W:i:‘::u:;u_,gf;-’.=.:::ﬂ|§,n_: L 4
E i — - - e E r i
S 3 2000 —
obF i Lo bovinne bonien 1 3 —_———r—
20 240 245 250
Temperature [°C] Photodiode Array Element

Figure 15. Dark signal values normalized at T=25 °C (left panel) determined for RAMSES SAM-8508 and RAMSES SAM-
8516 with different integration times t, and counts (right panel) determined from the occulted elements of SAM-8516 with
the entrance optics closed (dashed lined) and alternatively illuminated by an integrating sphere with saturation occurring for t
> 256 ms (after Zibordi et al. 2017).

Figure 15 (right panel) also shows that the charge overflow (i.e., the transfer of charge from saturated elements of the
array to the nearby ones), prevents determining the darks from the dark-painted elements simply applying a high integration
time without obstructing the entrance aperture. In fact, the black-painted cells would be affected by the charge overflow
from the nearby elements affected by saturation due to over exposition to a light source.

Figure 16 (left panel) shows the relationship between ambient temperature 7 and dark counts DN as obtained from
laboratory characterizations from four RAMSES radiometers through the fitting equation

T = —T, + S * In(DN — DN,) @)

where the digital dark value DN, the temperature T, and the slope factor S are obtained from the fit.

The standard deviation o7 (DN) of the averaged values, which largely increases with a decrease of the dark counts,
determines the uncertainties of the fitting function. In particular, whereas an uncertainty in the working temperature 7'
expressed by o (DN) is approximately 2°C with 1x10* counts, its value approaches 5°C with 3x10° counts.
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Fig. 16. Working temperature T (left panel) and related standard deviation a7 (DN) (right panel) as a function of the dark
counts DN determined from the characterization of four RAMSES radiometers. The error bars in the left panel indicate +1
or(DN) (Talone and Zibordi, submitted).
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A comprehensive analysis of the uncertainties affecting the determination of the working temperature from the
dark signal, as well the alternative use of the air temperature instead of the ambient temperature perceived by the radiometer,
are presented in Zibordi and Talone (2025). The analysis performed applying solutions assumed valid for the class of
instruments based on dark counts obtained occluding the entrance optics of the radiometers and applying an integration time
t = 4096 ms, indicate the possibility to perform temperature corrections with uncertainty lower than 1% in the 400-800 nm
interval for working temperatures 7 higher than approximately 30°C. Uncertainties may already exceed 3% at 800 nm for 7'
lower than approximately 30°C due to the lesser sensitivity of temperature retrievals with the decrease of dark counts.

Still recognizing that the ambient temperature 7" would exhibit differences with the air temperature 74, Zibordi and
Talone (2025) show the possibility to apply operational temperature corrections with uncertainties lower than 1% in the 400-
800 nm spectral interval when setting T = T, + (8T /2) with values of T — T, uniformly distributed and the max difference
6T between T and T, not exceeding +10°C. This alternative approach may complement, or even replace, that relying on
ambient temperatures determined from the dark counts of RAMSES radiometers, which is only viable for 7> 30°C.

12 On data reduction and processing

Above-water measurement sequences, ideally performed during clear sky conditions, should comprise:
i. anumber Nr of sea-radiance measurements for determining L#( 6, ¢, 1);
ii. anumber N; of sky-radiance measurements for determining Li( 8¢, 1); and
iii. measurements of the downward irradiance Es(A) simultaneous to the Nrsea-radiance and N; sky-radiance ones.

Ni and Nt do not need to be identical when assuming stability of the sky radiance during the execution of each
sequence. Still, a relatively large number of Nr measurements (i.e., tentatively a few tens) is important to statistically address
the impact of wave perturbations.

Raw data are converted to physical units accounting for the absolute radiometric calibration coefficients and any
additional characterization factor. Substantial differences in successive absolute radiometric calibration coefficients, such as
those determined before and after deployments lasting more than a few weeks, must be carefully evaluated. Justified and
significant differences, tentatively exceeding 1-2%, should lead to their interpolation as a function of time.

For each measurement sequence performed during ideal illumination conditions, Li( 8¢ A) can be determined by the
average of the N; sky-radiance data. Conversely, L1(6, ¢ 1) should be subject to quality control tests aiming at minimizing
measurement perturbations. These are separately addressed in the section “On quality control”.

The normalized water-leaving radiance Lwn()), which is the radiance that would occur with nadir view, no
atmosphere, the sun at the zenith and at the mean sun-earth distance, is given by

LWN (l) = LW(H' ¢! l) CQ(B' ¢' 90! lr Ta IOP' W) CA(GOI td ’ D) (5)

where the correction factor Cy (8, 4,00, A, Tq, [OP, W) minimizes the impact of bidirectional effects due to the non-
nadir view of the Lt radiometer (including that of the water-air transmittance) and of the illumination conditions, with z, and
IOP indicating the aerosol optical depth and the inherent optical properties of water, respectively. The factor Ca indicates the
ratio Eo(A)/Es(1) where Es(4) is here taken as the average value of the downward irradiance during each measurement
sequence. It is mentioned that if actual measurements of Es(1) are not available, Ca can be computed as (D%t (1)cos8,)"!
with D accounting for the sun-earth distance as a function of the day of the year and t;(1) the atmospheric diffuse
transmittance (Zibordi et al. 2004).

The most common approach applied for the minimization of bidirectional effects is that proposed by Morel et al.
(2002) for Case-1 waters (i.e., chlorophyll-a dominated), and hereafter called Chla-based. Field radiometry, however,
encompasses measurements performed in optically complex waters for which the application the Chla-based approach may
lead to large uncertainties. This suggests the application of schemes minimizing bidirectional effects in optically complex
coastal waters. Among the various approaches proposed in literature, the one considered here is that by Lee et al. (2011).
This correction, hereafter called /OP-based, provides the major advantage of relying on the retrieval of water /OPs from
Ly (6, @A) itself.

An experimental study focused on the comparison of the Chla- and IOP-based approaches, still restricted to the
bidirectional effects due to non-nadir view, showed average relative differences between the two correction approaches
varying between 10% and 40% in the blue and green spectral regions with standard deviation of 10-25% (Talone et al.
2018). By using in situ reference data to quantify the uncertainties affecting the correction factors from the two approaches
for waters exhibiting diverse optical complexities, the study indicated relative spectrally and water dependent uncertainties
varying between 20% and 60% for the Chla-based approach, with the highest values affecting the blue and red regions.
Conversely, the /OP-based approach showed relative uncertainties within 20-35% and lower dependence on wavelength and
water type.

The implementation of the Chla-based approach benefits of lookup tables to compute corrections, still restricted to
key ocean colour centre-wavelengths 412, 443, 490, 510, 560, 620 and 660 nm. Nevertheless, equivalent lookup tables were
recently produced by the Observatoire Océanologique de Villefranche-sur-Mer applying the same processing solutions as in
Morel et al. (2002), but with a spectral resolution of 5 nm and extending the spectral range to 350—-700 nm (Bernard Gentili,
unpublished), with the additional possibility of indexing the clear sky illumination conditions with values of 7 = 0.05, 0.10,
0.2,0.4 and 1.0.
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A brief introduction to both the Chla- and /OP-based correction approaches is provided hereafter.
The Chla-based approach minimizes the dependence of Lw(6 @A) on the viewing geometry and solar zenith
following Eq. (6) with the factor Cy (6, 4,60, 4,74, 0P, W) determined by

RO, W) Q(O, ¢,0¢, 4,14, Chla) f(0,4,14 Chla)
RO,W)  f(0p,4,74,Chla) Q(0,0,0,4,1,, Chla)

C§™ (6, ¢,60,4,74,10P,W) = (6)

where R accounts for combined reflection/refraction effects on the downward irradiance and upwelling radiance
propagating through the sea surface, Q is the O-factor indicating the ratio of upward irradiance to upwelling radiance just
below the surface, and f relates the irradiance reflectance to the water /OPs. While 7, expresses the dependence on the
atmospheric optical properties, the chlorophyll-a concentration Chla indicates the dependence on /OPs. The values of Chla
can be estimated applying regional band-ratio algorithms (Zibordi et al. 2009b).
The /OP-based approach (Lee et al. 2011) relies on the application of the following equation relating Ly, (6, ¢, 1) to
the inherent optical properties of water

by (A by (A
L@ = E® <65V<e,¢,eo)+cme,¢,eo) bw () ) bw ()

a(d) + by(1) ) a() + by(2)
bbp (/1) bbp (A)
a(d) + bp(1) ) a(d) + by(A)

0

N (cg(e, $80) + GP(6, 6,60)

where, Es(4) is the downward irradiance, a(4) is the water absorption coefficient (due to the contributions of pure
sea-water a,, (1), detritus plus CDOM ag4(4) and phytoplankton app,(4) ), by(4) is the water backscattering coefficient
(given by the sum of the contributions of water molecules by, (1) and particles by, (1) ).

The /OP-based approach implies the determination of a(4) and bpy(A) from Eq. (7) using the model coefficients
G¥(8,4,60), GI(8, 4,60), GL (8, 4,60) and GF (8, ¢,6,) derived from simulated Lw(6,4,4). From the retrieved values of

a(A) and bep(A), the normalized water-leaving radiance Lwn(A) is then determined using the model coefficients Gy (0,0,0),

G"(0,0,0), G(I)D(O,O,O) and Glp (0,0,0) using

Lyn(A) = Ey(d) <G(‘)”(0,0,0) + GY(0,0,0) byw (1) ) bpw (1)

a(d) + by(A) ) a(d) + by (1)
byp(1) byp(2) ®)
a(d) + by(1) ) a(A) + by(2)

+ (65(0,0,0) +GF(0,0,0)

where Eo(A) is the mean extra-atmospheric solar irradiance.

Independent investigations confirmed an expected better suitability of the Chla-approach for measurements
performed in Case-1 waters, while the /OP-approach appears applicable to any water type (Gleason et al. 2012, Talone et al.
2018). For completeness it is mentioned that the above Eq.s (7) and (8) can be formulated to restrict corrections to the sole
non-nadir view (see IOCCG 2019). This solution is convenient for a direct comparison of above- and in-water derived values
of Ly, (A) requiring that the viewing geometries are reconciled.

Definitively, the two approaches lead to corrections exhibiting significant differences. This is shown by the diverse
range and values of the corrections displayed in Fig. 17 for Ly, (6, ¢, 4) for different water types: compare the values of the
spectral corrections ™4 and £/9P determined for the same input Ly, (6, ¢, 1).

Finally, as already anticipated, Ly y (1) or the corresponding Rgs(1), are the fundamental radiometric quantities
supporting satellite ocean colour applications. In fact, they carry information on the optically significant materials suspended
or dissolved in the water, independent from the atmospheric perturbation and the viewing and illumination geometries. As an
example of Ly (1) spectra representative of diverse water types, Fig. 18 displays Ly (1) spectra from diverse geographic
regions characterized by diverse water types spanning from the ultra-oligotrophic waters of the Eastern Mediterranean Sea
(EMED) to the highly absorbing waters of the Baltic Sea (BLTS), with a variety of intermediate optical complexities created
by diverse concentrations of optically significant constituents (for details see Zibordi and Berthon 2024).

Aside corrections for the non-isotropic distribution of light in the water, it is important to consider the need for
additional corrections minimizing the non-deal performance of radiometers (see IOCCG 2019). For convenience, simply
restricting such corrections to the effects of cosine-errors in Eg(1) and assuming the irradiance collector is operated perfectly
horizontal, an empirical correction scheme is provided in Zibordi and Bulgarelli (2007) and re-proposed in IOCCG (2019).
Such a method requires knowledge of the diffuse Ei(A) and direct Ep(L) components of E5(1), and obviously of the cosine-
error affecting the specific irradiance sensor. Its application is expected to constrain below 1-2% the uncertainties in Eg (1)
due to the cosine-error.
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Figure 17. Percent corrections £™® and £/°F applied to Ly (6, ¢ 1) for the removal of the sole non-nadir viewing
dependence through the Chla-based (left panels) and IOP-based (central panels) approaches, respectively. The Ly, (6, ¢, 1)
data refer to sites (right panels) representative of waters exhibiting different optical complexity: the Acqua Alta
Oceanographic Tower (AAOT) and the Gloria site for waters characterized by various concentrations of sediments and
coloured dissolved organic matter; and the Gustaf Dalen site characterized by water exhibiting high concentrations of
coloured dissolved organic matter (reprinted from Talone et al. 2018).
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Figure 18. Spectra of Ly (1) from different geographic regions characterized by diverse water types: Eastern Mediterranean
Sea (EMED), Western Mediterranean Sea (WMED); Iberian Shelf (IBSH); Greenland Sea (GRLS); Ligurian Sea (LIGS);
Adriatic Sea (ADRS); Acqua Alta Oceanographic Tower site (AAOT) in the northern Adriatic Sea; Black Sea (BLKS);
North Sea (NORS); Baltic Sea (BLTS). N indicates the number of spectra displayed in the panel. The continuous black lines
indicate mean values while the dashed lines indicate + 1 standard deviation (after Zibordi and Berthon 2024).
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13 On quality control

Quality control (QC) practices include all post-measurement actions supporting the provision of high-quality data.
These entail any step aiming at flagging questionable data products. Clearly, automated procedures embedded in data
processing are quite essential for the quality control of datasets resulting from a large number of field measurements such as
time-series from a variety of sites or multiple oceanographic campaigns. Below are listed a number of tests to be considered
for the quality control of above-water radiometric data.

A first QC test should exclude from successive processing all those measurement sequences not satisfying constrains
on instrument performance, viewing geometry, environmental conditions and superstructure perturbations. This implies
verifying that: the dark values of sensors are below a given threshold; tilts affecting Lt, Li and Es sensors do not exceed
predefined thresholds (tentatively 5° for L1(6 ¢ 1) and L{ 8, $ 1) measurements, and ideally 1-2° for Ey(1), still allowing
larger values for this latter when the sun zenith angles are low); the values of ¢ are within limits minimizing superstructure
perturbations in L7(6,¢,4); the wind speed W does not exceed 15 m 57! (and more strictly 7 m s7!) to allow for the application
of meaningful p-factors.

The Nr sea-radiance and N; sky-radiance measurements may exhibit high variability across individual measurement
sequences, generally completed within a few minutes. A high variability of sea-radiance measurements is generally
explained by relatively high sea state conditions, and additionally by low sun zenith angles and potential cloud perturbations.
A high variability characterizing sky-radiance measurements is explained by cloudiness. Because of this, in view of
minimizing the perturbing effects due to sun-glint or even foam contamination or clouds in L7(8,¢,1), and similarly exclude
the potential for cloud perturbations in Li( 8’4 A), data pre-processing should include quality control tests to remove
measurement sequences exhibiting standard deviations above a given threshold for the Nt and Ni measurements. In the
specific case of the Nr sea-radiance measurements, standard deviation thresholds should be considered for the radiance
values in at least one spectral band: the selection of a red or near-infrared band would definitively increase sensitivity to sun-
glint perturbations. These spectral thresholds, as determined and applied to specific asynchronous multispectral
measurements (see Zibordi et al. 2021), are typically constrained in the range of 0.1-0.2 mW cm? um™' sr! for the sea-
radiance measurements and in the range of 0.02-0.03 mW cm um™ sr! for the sky-radiance measurements, both referring to
clear sky and low sea state.

The above filtering process commonly affects measurement sequences exhibiting high sun-glint perturbations:
consequently it mostly impacts measurement sequences performed with low sun zeniths (tentatively with & lower than 20°)
and mild-to-high wind speed (tentatively with W > 5 ms!). This implies that measurements sequences passing the former
test are not largely affected by sun-glint. Nevertheless, they might still be perturbed by excessive sky-glint due to sky-
radiance contribution from very bright regions of the sky reflected by the sea surface into the field-of-view of the Lt sensor.
Then, for each measurement sequence, data affected by excessive sky-glint contributions could be removed by determining
Lr as the average of a given percent of the Nt measurements exhibiting the lowest radiance values (tentatively between 10-
20% of the data), opposite to the use of the average of all Nt measurements.
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Figure 19. Lw(\) data from above-water radiometric measurements performed in moderately optically complex waters,
corrected for the non-nadir view applying the Chla-based approach, plotted with respect to coincident Lw(\) data determined
with an in-water radiometer system (reprinted from Zibordi, 2015).
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This empirical approach definitively violates the basic principle governing the theoretical determination of p-factors,
which implies that the p-factors should represent average sea surface reflectance conditions and consequently should
statistically account for any sun- and sky-glint contribution impinging the field-of-view of the Lt sensor. This consideration
suggests that the above filtering process may lead to an overcorrection of sky-glint perturbations with a consequent
underestimation of Lw(A). In fact, recalling that data are quality-screened for sun-glint and foam contaminations, the use of
the average of the lowest radiance values instead of the simple average of all values performed by the Lt sensor, leads to an
underestimate of Lt(1) implying an underestimate of Lw(A). Still, the former processing solutions were shown very effective
under various observation conditions including measurements collected with diverse field radiometers, and led to
extraordinary agreement between above- and in-water radiometric data products (see Fig. 19).

These apparently conflicting results remained unexplained until recent investigations showing: some underestimate
of the p-factors from Mobley (1999) as detailed in D’Alimonte et al. (2021); an already anticipated spectral dependence of
the p-factors, but ignored when applying the p-factors from Mobley (1999); and finally, the introduction of spectral biases
in any Lw(A) corrected for the non-nadir view of above-water sensors using approaches not suitable for the specific marine
optical properties characterizing the field measurements. Further ongoing investigations on p-factors are thus expected to
suggests revisions of the filtering solution discussed above (see Zibordi et al. 2025).

Successive quality control steps should flag questionable Lwn(A) spectra. These could include the application of
empirical thresholds: e.g., Lwnv(A) > —0.01 mW cm™ um™' sr'' indicating absence of exceedingly negative values at any A;
Lwn(400) < Lwn(412) indicating the lack of consistency between spectral bands for measurements performed in optically
complex waters; Ln(1020) < 0.1 mW cm® um™ s, except for sites exhibiting very turbid waters, to exclude measurements
appreciably affected by the presence of obstacles in the sight of the sea-viewing sensor.

Finally, it would be important to verify the consistency of Lwn()L) data with respect to already quality controlled data.
This would help identifying those spectra not statistically represented in a reference data set. Clearly, any underrepresented
or novel spectrum could suggest measurement issues. An additional and desirable quality control test is that assessing the
stability of Lwn(L) data over successive measurements. This information is valuable to restrict the validation of satellite data
products to measurement conditions characterized by relatively high temporal stability.

Examples of relative- and temporal-consistency tests are provided in Fig.s 20 and 22. The candidate spectrum (i.e.,
that going to be evaluated) is statistically compared with prototype (i.e., reference) spectra constructed by i. averaging
already quality controlled spectra exhibiting features similar to the candidate; and #i. averaging spectra temporally close (i.e.,
within minutes) to the candidate.

The example provided in Fig. 20 shows the candidate spectrum satisfying both the relative- and temporal-
consistency tests. Conversely, the example in Fig. 21 shows the candidate failing the temporal-consistency test: the candidate
Lwn spectrum does not pass the temporal-consistency test at the single 400 nm centre-wavelength as illustrated by the
Lwn()) time series displayed in Fig. 22. Specifically, the candidate spectrum identified by the vertical bar in Fig. 22, shows
the value at 400 nm deviating from the temporal trend of the close-by data. This spectral deviation affecting a single spectral
band is largely explained by the asynchronous spectral acquisition of Nt measurements performed by AERONET-OC
radiometers (Zibordi et al. 2021).
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Figure 20. Comparison of Lwn()\) candidate and prototype spectra applied for the relative- and temporal-consistency tests,
indicated by Rc and Tc, respectively (sample from the AAOT of 20-07-2019 at 12:59:27). The error bars indicate: two times
the uncertainty uc(4) determined for the candidate (i.e., 2 -u-(1)); two times the standard deviation of the spectra
contributing to the construction of the prototype for the relative-consistency test (i.e., 2 - a5.(4)); and two times the standard
deviation of the spectra contributing to the construction of the prototype for the temporal-consistency test (i.e., 2 - a7,.(4),
reprinted form Zibordi et al. 2021).
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Figure 21. Comparison of Lwn()A) candidate and prototype spectra applied for the relative- and temporal-consistency tests,
indicated by Rc and Tc, respectively (sample from AAOT of 21-08-2018 at 10:00:47; reprinted form Zibordi ef al. 2021).
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Figure 22. Comparison of Lwn(L) candidate and temporal-consistency time-series (sample from AAOT of 21-08-2018 at
10:00:47). The filled squares indicate actual Lwn(A) data while filled circles indicate smoothed Zwn()\) values. Colours from
cyan to black indicate centre-wavelengths from 400 to 670 nm. The vertical bar highlights the Lwn candidate spectrum
exhibiting temporal inconsistency at 400 nm (the enlarged cyan filled square) (reprinted from Zibordi et al. 2021).

14 On uncertainties, with a practical view to their quantification

The term error indicates differences between values of measured quantities and the true values of measurands (i.e.,
the quantity intended to be measured). Errors are unknown and when known, should be corrected. Errors may perturb
measurements through i. systematic (i.e., consistent) effects due to lack of accuracy, and ii. random (i.e., non-replicable)
effects due to lack of precision. The detection of systematic errors is quite challenging: it implies the truthful knowledge of
full measuring chain encompassing instruments characteristics, and measurement and data handling protocols.
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The term uncertainty indicates the incomplete knowledge of the measurand through the available information.
Therefore, a measurement of any kind is incomplete unless accompanied with an estimate of the uncertainty associated with
that measurement (Palmer and Grant 2010).

Uncertainties are generally divided into type A when determined through statistical methods (e.g., multiple
measurements allowing to quantify standard deviations) and type B when determined by means other than statistical (e.g.,
models, published data, calibration certificates, or even experience). Uncertainties can be additive (i.e., independent of the
measured value such as the inaccurate quantification of the dark signal) or multiplicative (i.e., dependent on the measured
value such as that related to the inaccurate determination of the responsivity of the radiometer). Assuming individual
uncertainty contributions are independent, multiplicative and normally distributed, the overall measurement uncertainty is
given by their combined values (i.e., the square root of the sum of their squared values). The so called coverage factor k&
(Johnson et al. 2014) determines the level of confidence on uncertainties: £ = 1, 2 and 3 refer to confidence levels of
approximately 68%, 95% and 99%, respectively, related to one, two and three standard deviations.

Uncertainties, when possible, should be provided in both relative (i.e., %) and physical units. The range of values for
which the uncertainties are proposed should also be reported together with details on measurement conditions. In fact,
uncertainties determined for a specific range of values may not necessarily be the same for other ranges or different
measurement conditions.

The quantification of uncertainties of in sifu measurements should comprehensively address contributions from the
calibration source and its transfer, the non-ideal performance of the radiometer and of any model applied for data reduction,
the impact of environmental variability, and perturbations by instruments housing (i.e., self-shading characteristic of in-
water measurements) and by deployment platforms.

Many publications mention a 5% uncertainty target for both satellite and in situ radiometric data. It is worth looking
how this uncertainty target was conceived (see also Zibordi and Voss, 2014). An uncertainty of 5% was originally defined
for satellite derived Ly (1) in the blue spectral region to satisfy the 35% uncertainty in chlorophyll-a concentration
determined by an existing bio-optical algorithm proposed for oligotrophic waters (Gordon and Clark 1981). The 5%
uncertainty value was then set as the target for Ly, (1) for the majority of ocean colour missions, regardless of the spectral
regions and applications. This uncertainty assigned to satellite derived Lyy(4) unavoidably prompted the need for
uncertainties better than 5% for in situ Lyyy(4). This implies the need to constrain individual sources of uncertainty of in situ
radiometric data to within 1-2%, which is commonly referred as 1% radiometry (McClain et al. 2007). It is important,
however, to appreciate that this uncertainty target is only applicable to oligotrophic and likely mesotrophic open sea waters
in the blue-green spectral regions. Conversely, in optically complex waters the uncertainties affecting both satellite and in
situ derived radiometric products may largely exceed the 5% target and are matter of ongoing discussions.

The Guide on Measurement Uncertainties (GUM, JCGM 2008) provides a general metrological framework for the
quantification of measurement uncertainties. The standard uncertainty associated with a measurand indirectly determined
from other quantities through a measurement model y = f (x,, ..., xx), can be obtained propagating the uncertainties of each
model input quantity through the first-order expansion of Taylor series:

w0 =Y (2 e ©

i=1

The above equation may be further expanded to account for non-negligible correlations between pairs of input
quantities x;, x; or non-linearity in the model function of the measurement model (see Cazzaniga and Zibordi 2023). For
simplicity, excluding correlations and non-linearity contributions, the combined uncertainty i.(Ly,) for the spectral values
of Ly, are quantifiable from the individual uncertainties of Ly, L; and p (hereafter indicated by u(Lz), u(L;) and u(p),
respectively), according to

w2(Lw) = u?(Ly) +u?(L)p? + u?(p)Li” . (10)

With reference to Eq. (10), the value of u.(Lyy) is then quantifiable considering the additional uncertainties of Cy
and C,, hereafter defined as u(CQ) and u(Cy), respectively,

@2(Lyn) = (CoCa) #2(Lw) + LwCa)? u2(Co) + (LwCo) u2(Ca). (11)

Gergely and Zibordi (2014) and successively Cazzaniga and Zibordi (2023), applied GUM to investigate the
uncertainties affecting the values of Ly, determined from multispectral above-water-measurements (i.e., AERONET-OC
systems relying on a single radiometer for Ly and L; measurements, and the theoretical determination of Es). Their analysis
showed that Eq. (10) provides a conservative estimate of uncertainties, which does not much differ from the combined
uncertainties determined considering the simple quadrature sum of the independent and multiplicative contributions

ul(LWN), U, (LWN)r ,u](LWN) to LWN, aCCOrding to

u(Lwy) = \/[ul(LWN)]Z + [u,(Lwn)]? + - + [uj(LWN)]Z- (12)
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Table 4 provides an example of Ly,y uncertainty contributions quantified with Eq. (12) expressed in relative terms
(i.e., in percent of u(Lyy)/Lyy) at the 443, 551 and 665 nm centre-wavelengths accounting for:
i uncertainty of the absolute calibration of the L; and Lr sensors due to specific contributions from an FEL irradiance
standard lamp, reflectance plaque, and mechanical positioning of the various components:
ii.  uncertainty due sensor sensitivity change between successive calibrations;
iii.  uncertainty in the corrections for bidirectional effects computed as 25% of the applied correction coefficients;
iv.  uncertainty in the determination of 7; used to estimate Es;
v.  uncertainty in the determination of p due to wave effects and data filtering during processing;
vi.  uncertainty in the value of W; and
vii. uncertainties due to environmental effects.

Table 4. Individual contributions (in percent) to the Ly (1) combined uncertainties determined for measurements performed
in moderately optically complex waters at the centre-wavelengths 443, 551 and 667 nm (after Zibordi 2009).

Source 443 551 667
Absolute calibration 2.1 2.1 2.1
Sensitivity change 0.2 0.2 0.2
Correction 2.0 2.9 1.9

td 1.5 1.5 1.5

) 1.3 0.6 2.5

W 0.8 0.4 0.4
Environmental effects 2.1 2.1 6.4
Combined values 4.2 4.5 7.6

As already anticipated, the values provided in Table 4 were largely confirmed by the work of Gergely and Zibordi
(2014) and Cazzaniga and Zibordi (2023), who rigorously applied GUM to quantify the uncertainties for the same data,
measurement method and data reduction scheme. It is specified that their analysis benefitted of measurements performed
with multispectral instruments not exhibiting appreciable dependence on temperature, non-linearity, stray light and
polarization (Zibordi ef al. 2021). An equivalent almost ideal instrument performance is commonly not extendable to optical
radiometers with gratings, lenses or mirrors. An attempt to illustrate the impact of such a non-ideal performance is provided
in Table 5. In particular, in addition to the uncertainty contributions already included in Table 4, the new Table 5 provides
estimate of biases (highlighted in red) tentatively accounting for the perturbing effects of the non-ideal performance of a
conjectural instrument. These biases (i.e., hypothetical errors, not uncertainties) are proposed for the temperature response
(assuming a variation of 10°C with respect to the calibration temperature), polarization sensitivity, stray light effects and
non-linearity. The biases (i.e., & (Lyn), £2(Lwn), -, & (Lwy)) and the uncertainties (i.e., uy (Lwy), uz (Lwn), -, uj (L) )
are then combined according to

u(Lwy) = \/[Sl(LWN) + & (Lwn) + - + & Lwn)]? + [ug (Lwn)]? + [ua(Lwn)]? + -+ + [uj(LWN)]Z (13)

which implies that biases contribute to the final values of u(Lyy) with their sign.

Results in Table 5, again expressed in relative terms (i.e., in percent of u(Lyy)/Lwny), exhibit differences in the
combined value u(A4) with respect to those provided in Table 4: still these changes are minor. This is explained by the
relatively small values of the biases, and by the fact they are considered with their sign which naturally allows for
compensations.

Table 5. Re-visitation of the L,y (1) relative uncertainties provided in Table 4 for the centre-wavelengths 443, 551 and 667
nm accounting for biases due to hypothetical radiometer temperature response, polarization sensitivity, stray-light effects and
non-linearity (all highlighted in red) typical of a series of actual hyperspectral radiometers.

Source 443 551 667
Absolute calibration 2.1 2.1 2.1
Sensitivity change 0.2 0.2 0.2
Correction 2.0 2.9 1.9
Temperature response (+10 °C) +0.4 —0.6 -1.4
Polarization Sensitivity +0.1 +0.2 +0.4
Stray-light effects -1.0 +0.5 +0.5
Nonlinearity -0.0 -1.0 -0.2

ta 1.5 1.5 1.5

el 1.3 0.6 2.5

w 0.8 0.4 0.4
Environmental effects 2.1 2.1 6.4
Combined values 4.2 4.6 7.6
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The above findings should not suggest that ignoring the actual radiometer performances may still lead to an
acceptable quantification of the uncertainties. Results simply indicate that the non-ideal radiometer performance, if
confidently constrained to within tentative measurement errors (i.e., biases) of +1%, may still allow to have a first guess on
the uncertainties affecting data products. It is, however, fundamental that any potential radiometer non-performance is
investigated and estimated, and additionally that comprehensive and accurate quantifications of uncertainties remain a chief
objective of the ocean colour community (see Biatek et al. 2020) .

The uncertainty analysis provided in Gergely and Zibordi (2014) and Cazzaniga and Zibordi (2023) show that
combined uncertainties solely expressed in relative terms (i.e., in %) may provide incomplete information. In fact,
measurements exhibiting larger relative uncertainties for a specific water type with respect to others, may actually have
lower absolute uncertainties. This suggests that uncertainties should be provided in absolute and relative terms when their
quantification is expected to impact the final assessment of data products or become a reference for the community.

Gergely and Zibordi (2014) and Cazzaniga and Zibordi (2023) documented how combined uncertainties may largely
vary across different geographic regions as a result of the diverse Lwn(A) spectra. An example of such dependence is shown
in Table 6 for oligotrophic and optically complex waters.

Finally, additional important element emerging from the work of Cazzaniga and Zibordi (2023) already evident in
Table 4, is a further confirmation that the uncertainty contributions due to the p-factor and environmental variability are
those most affecting the uncertainty budget (see Fig. 23).

Table 6. Relative uncertainties (in percent) determined at several centre-wavelengths (in units of nm) for Lwn(A) from
oligotrophic waters and alternatively from optically complex waters dominated by coloured dissolved organic matter (after
Cazzaniga and Zibordi 2023).

Relative uncertainty 400 | 412 | 443 | 490 | 510 | 560 | 620 | 667
ué_orﬁj /LWN (Oligotrophic waters) 5.1 4.8 4.4 4.0 4.0 4.1 5.5 6.2

ulOP. /L (optically complex waters) | 22.3 | 18.7 | 11.1 | 5.9 5.1 4.5 5.8 6.7

cmj
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Figure 23. Relative uncertainties affecting AERONET-OC Lwn(A) from diverse water-types: oligotrophic waters in the
Western Mediterranean Sea (upper panels) and optically complex waters dominated by coloured dissolved organic matter in
the Baltic Sea (lower panels). The panels in the left column display the median Lwn()L) spectra for the two regions together
with their median absolute deviations () and uncertainty estimates only accounting for major correlations (u.,;). The
panels in the right column display the contributions in percent determined for the various sources of uncertainty: absolute

radiometric calibration, ug.; sensitivity change during deployments, ug.; o-factor, u,; correction for bidirectional effects
determined with the Chla-approach, uég'®; corrections for bidirectional effects determined with the JOP-approach, uty’;
corrections applied for the normalization of Lw for illumination conditions, uc,; environmental perturbation in Lt, Uy 173

environmental perturbations in Li, U, ;; (reprinted from Cazzaniga and Zibordi 2023).
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15 On requirements for field inter-comparisons

Inter-comparisons are natural means to investigate differences across measurement methods, instruments
performance and data processing solutions. Literature presents a large number of radiometric inter-comparisons sometime
supported by questionable assumptions and often leading to dubious conclusions. The most debatable assumption is that
differences among independent measurements provide an estimate for uncertainties. Differences and uncertainties are not
equivalent: differences need to be justified by uncertainties. In fact, differences may result from the compensation of errors
(unknown biases) due to the non-ideal performance of instruments, or mistakes and approximations in the implementation of
measurement methods or processing. As a basic example, biases between calibration coefficients (still explained by
calibration uncertainties) for independent systems not benefitting of laboratory inter-calibrations, may contribute to the
compensation of differences resulting from the adoption of diverse measurement procedures or processing solutions.
Because of this, together with consistent absolute radiometric calibrations ideally obtained through laboratory inter-
calibrations, also comprehensive characterizations of the instruments contributing to inter-comparisons are essential. Further,
the determination of uncertainty budgets for any inter-compared data product is fundamental. These budgets should be
determined following metrology principles by accounting for any potential source of uncertainty. Because of this, field inter-
comparisons should be designed avoiding any uncertainty source for which a value cannot be assigned. A typical case is
offered by the perturbations originated by deployment structures (e.g., ships or towers). If these cannot be avoided or
accurately quantified accounting for the mutual sensor-structure position, an effort should be made to ensure their
minimization and equivalent contribution to any inter-compared quantity. Clearly, any error affecting the determination of
the final data product, impacts the accuracy of the product itself. Diverse biases affecting the determination of inter-
compared data products may enhance or reduce their difference regardless of any quantified uncertainty. Because of this,
diverse uncorrected biases affecting inter-compared data would prevent to distil sound conclusions on instruments
performance, measurement methods or data processing.

Building on previous considerations, any field inter-comparison aiming at investigating measurement methods,
instruments performance or alternative data processing, should rely on data collected fulfilling the following basic
principles:

»  The instruments (i.e., radiometers) have a recent absolute SI traceable calibration and their non-ideal performances are
known as a result of comprehensive characterizations.

»  Measurement methods and the related quality assurance criteria are fully valued and their implementation was ideally
matter of independent verifications.

»  Processing solutions and quality control criteria are also fully appreciated, implemented and ideally supported by
independent verifications.

»  Potential sources of errors (i.e., unquantifiable biases) are minimized or least made equivalent across the inter-
compared measurements.

»  Uncertainties are quantified and inter-comparisons are carried out in agreement with metrology principles.

On the latter point it should be considered that differences between inter-compared quantities (e.g., Lﬁ,N‘ ) =
Lﬁ,N‘ ;(1) ) from systems/methods 4 and B, should be supported by the following equation when assuming negligible
correlations between uncertainties:

[L4n () = LBy ;D] < Kk [uZ ;) +uZ ;D) +v2 (D) +2 ;] (14)

where i indicates the matchup index, k is the coverage factor, u,;(A) is the expected uncertainty for data from the
instrument/method A4, up;(A) is the uncertainty for data from the instrument/method B, and, v4;(4) and vpg;(4) the
uncertainties due spatio-temporal changes affecting 4 and B data.

Taking k=1 and assuming that most of the major contributions to differences are accounted
by uy (1), up;(1),v4,;(1),vp (1), the uncertainty-normalized difference for each data pair and A is given by:

Lipw,iA) — Liyn, (D)

Si(ﬂ.) = .
\/ufm-(/l) +u2 () + v () + 2, ()

(15)

In agreement with Hunt et al. (2020) and following Zibordi et al. (2022), if uy ;(1),up;(1),va,:(4),vp; (1) well describe
the variance of the difference Ly ;(4) — L&,y ;(1), the probability distribution of the &(1) values is standard normal and

consequently centered at 0 with standard deviation o(¢,) =1. If the uncertainty values are underestimated, the distribution of
&,(A) would exhibit o(g,) >1. On the contrary, if the uncertainty values are overestimated, the distribution of &(4) would
give 0(¢,) <1 . Additionally, when the distribution of &(4) is not centered at 0 and consequently exhibits a bias, a

distribution mean (&) <+£l would still indicate the bias is somehow represented by the uncertainty values.
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16 On data archival, access and re-processing

Equivalent to the data structure already endorsed by existing measurement programs, data should be archived at
incremental quality levels. For instance Level 0 should include only raw data from reliable measurement sequences together
with absolute radiometric calibration coefficients, characterization factors, any ancillary data and metadata, necessary for
successive processing. Level 1 should include Li(6’¢, 1) and L1(6 ¢ A) calibrated values already satisfying relevant quality
control tests. Finally Level 2 should comprise fully quality controlled Lwn(A) data. These latter data, should also satisfy
consistency between pre- and post-deployment calibration coefficients, which should exhibit differences smaller than
tentatively 2%.

SeaOPS (DO)

LoCNESS (DO)
25 £] 30.0 TA7

47.2

WISPER (SC) miniNESS (SC) Average (All)

JG JS GS JG JS GS JG JS GS JG JS GS
Instrument and Intercomparison

Figure 24. Percent differences in spectral Rgg(4) resulting from the application of three independent codes (still, inspired by
the same protocol) to the processing of diverse in-water profiles from different radiometer systems operated in various water
types. J, G and S indicate the diverse processors. Each sub-panel in the figure, which is associated to data from a specific
optical profiler (i.e., SeaOPS, LoCNESS, WiSPER, miniNESS), shows the percent differences for pairs of processors (i.e., JG,
JS and GS) through histograms whose grey levels identify different spectral bands from the blue to the red (redrawn from
Hooker et al. 2001).

Reprocessing of data often suggested by advances in methods and instruments re-calibration, is a fundamental need
for any relevant measurement program. This should be favoured by an effective organization of measurements, ancillary
data and details on instruments absolute radiometric calibration and characterizations. In terms of processing strategy, the
adoption of centralized data processors would help reducing inconsistencies intrinsic of the application of independent data
reduction codes. Still, it is emphasized the importance of throughout assessments of processing codes through
benchmarking. In fact, equivalent to the need for verifying the performance of calibration facilities through the inter-
calibration of instruments, also code inter-comparisons are essential exercises to identify issues in protocols implementation.

The example provided in Fig. 24, clearly shows challenges in reaching agreement in data products from different
processors applied to a variety of in-water radiometric profiles from diverse marine regions, regardless of the ideal adoption
of the same processing protocol. Results (see details in Hooker et al. 2002) suggest that diverse processing implementations,
also applicable to above-water radiometry, may become the source of unexpected errors.

Finally, timely and open access to data products is ultimately a fundamental need for any validation program.
Because of this, in addition to the need for establishing, maintaining and continuously expanding repositories beyond any
specific mission life, care should be put in imposing fair data policies facilitating access to data, but also granting recognition
to data providers.

17 On the application of field data to the assessment of satellite data products

The assessment of the accuracy of satellite data products through independent data, generally relies on field data with

declared uncertainties. This section addresses the application of in situ L{%$ (1) from the Ocean Colour component of the

Aerosol Robotic Network (AERONET-OC) to assess LJ4G' =4 (1) products from the Ocean and Land Colour Instrument on-
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board the Sentinel 3A satellite (here after labelled as OLCI-A4). The assessment is performed through the direct comparison
of satellite and in situ data match-ups (i.e., spectrally, spatially and temporally matching data).

Spectral differences between remote sensing and in sifu data should be minimized by determining synthetic
LEES(Q) at the specific centre-wavelength A of interest from LERS () determined using measurements performed at the
nearest centre-wavelength Lo. Assuming ideal (square) 10 nm wide spectral band passes, a solution is offered by the band-

shifting scheme proposed in Zibordi ef al. (2006) with

(16)

B = 125 (i (EO(A)fm Q) by a(zo)+bb(zo)>

Eq(10) Q1) f(4o) a(A) + by(2) by (o)

where f'is the function relating the irradiance reflectance to the seawater inherent optical properties and Q describes the
anisotropic distribution of the in—water light field (Morel et al. 2002), a is the total seawater absorption coefficient given by
the sum of the absorption coefficients of particulate matter, ap, colored dissolved organic matter, ay, and pure seawater, aw;
and by is the seawater backscattering coefficient given by the sum of the backscattering coefficients of particulate matter, bsp,
and pure seawater, bow.

Synthetic values of L% (1) can be computed:

i. assuming A is close to Ao so that AL)/Q (A)xO( o)/ f{ho)=1, and ;
ii. a and by iteratively determined with regional bio-algorithms or inversion schemes applied to L{5s (1).

It is however acknowledged that the above approach is affected by uncertainties increasing with the distance between
A and Ao. Because of this, by relying on a comprehensive data set of simulated spectra, an alternative approach has been
proposed to re-construct hyperspectral remote sensing reflectance Ris data from multispectral ones (see Talone et al. 2024).
The performance of this reconstruction scheme has been verified in the 400-700 nm interval for hyperspectral data from the
Ocean Color Instrument (OCI) using Ris at the AERONET-OC visible centre wavelengths. Results indicated the potential for
reconstructing OCI spectra within +/-2% across large portions of the visible spectrum.

Matchups are constructed applying satellite extraction protocols, which may exhibit differences and naturally lead to
appreciable differences (Concha er al. 2021). Matchups can be confidently constructed using the median of the 3x3 satellite
pixels centred at various measurement sites and applying criteria to maximize the comparability of satellite and in situ data.
In the example provided here for OLCI-A radiometric data (Baseline Collection OL_L2M 003.01), matchups have been
retained for successive analysis when: i. the time difference As between in sifu measurement and satellite overpass is less
than £2 hr (only retaining the in situ data closest in time to the satellite overpass); ii. none of the 3x3 pixels is affected by the
standard processing flags; iii. the coefficient of variation (i.e., the ratio of standard deviation to mean) of LJ5$'~4(1) is lower
than 20% at 560 nm for the nine pixels (the 560 nm centre-wavelength is expected to exhibit a lower dependence on
optically significant constituents and surface perturbations with respect to the other centre-wavelengths in the visible portion
of the spectrum); iv. the viewing angle is lower than 60°; v. the sun zenith angle is lower than 70°; and vi. the aerosol optical
depth 7, determined at a near-infrared centre-wavelength (i.e., 865 nm) is lower than 0.5 in view of avoiding data affected
by cloud perturbations.

The analyses have been generally restricted to L,y (1) at centre-wavelengths A comprised between 400 to 700 nm.
Assessments at longer centre-wavelengths have been considered of little relevance because of the relatively large
uncertainties affecting L5y (1) in the near-infrared spectral bands (Zibordi et al. 2021).

Satellite data products can be evaluated through both qualitative and quantitative comparisons. The first aims at
visualizing artefacts that may characterize satellite or even in situ data. Conversely the second relies on statistical indices for
the N matchups of satellite (OLCI-4) and in situ (PRS) data [(J¢LCI=4,F9LCI=A, | IQLCI-A), (SPRS, SPRS, .., IRES)]
where J is the compared quantity (i.e., Lyyy (1)), and the subscripts 1, 2 ..., N indicate the matchup index. Considered
statistical indices are: the median of differences A, and the median of absolute (unsigned) differences |A|,,; the median of
relative differences y,_ and the median of absolute (unsigned) relative differences |y| _, both determined with respect to the
in situ reference data; the root mean square of differences rmsd; and the determination coefficient 72 from data regression.

The indices |A|;, and |y|  provide hints on the dispersion of data, conversely Ay, and y  provide information on

biases. The quantities |y| and y_are expressed in percent and provide an immediate view on the comparison. On the
m m
contrary, |A|p, Am and rmsd are in physical units (e.g., mW cm™ um™' sr') and complement the comparison with statistical

indices strictly related to the values and range of the assessed L,y (4).
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Figure 25. Qualitative comparison of AERONET-OC LERS (1) (left column) and OLCI-A LYk ~4(4) (right column) spectra
for different water types: oligotrophic-mesotrophic in the first row of panels (i.e., CPL site); optically complex in the second
row of panels (i.e., AAOT, GLR, GLT, ST7 sites); and optically complex, but dominated by high concentrations of CDOM
in the last row of panels (i.e., GDLT, HLT and ILT sites). The continuous black lines indicate median values while the

dashed black lines indicate + 1 o (reprinted from Zibordi et al. 2022).
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Figure 26. Scatter plots of OLCI-A LY5$'=4(1) versus AERONET-OC LY (4) data for the optically complex waters
occurring at the AAOT, GLR, GLT and ST7 sites, for the 400, 412, 442, 490, 510, 560, 620 and 665 nm centre-wavelengths.
The error bars associated with the in situ data indicate measurement uncertainties while those related to satellite data indicate
the variation coefficient determined from the 3x3 pixels contributing to matchups. N indicates the number of matchups, 7
the determination coefficient, rmsd the root-mean square of differences, |y|m the median of unsigned percent differences, ym
the median of percent differences, |A|m the median of unsigned differences and Am the median of differences. The + values
associated with |A|m and Am are the median absolute deviation ». The values in brackets aside the centre-wavelength at the
top of each panel, indicate the median m + the related median absolute deviation » of Ly (1) at the specific centre-

wavelength A (reprinted from Zibordi et al. 2022).
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When considering that the Ly, (1) values may not exhibit normal distribution, the use of the median with respect to
the mean allows to better determining the centrality of the comparison results. Additionally, the impact of outliers is
minimized by determining |y| and y_ by excluding values exceeding two standard deviations from the mean. It is however
noted that this filtering solution is only effective with a relatively low number of matchups.

The qualitative comparison of matchup spectra shown in Fig. 25 already provides general indication on the
consistency of the reference AERONET-OC Ly%¢(1)data across the various sites with spectra well representative of
oligotrophic waters, complex waters exhibiting various concentrations of optically significant materials and finally waters
characterized by a high concentration of coloured dissolved organic matter. Conversely, still exhibiting a general agreement
with the in situ reference data, OLCI-A L94'~4(A) spectra show some occasional inconsistency and frequent negative
values at the blue centre-wavelengths for the waters dominated by coloured dissolved organic matter. Comprehensive
statistical results are provided in Fig. 26 for the sole case of generic optically complex waters. Definitively, the comparison
of LYEST=4(2) with LERS (1) shows values of [y|m and ym, and of |Ajm and Am largely varying across the spectral bands. These
results, still relying on statistical indices, already provide general indications on the accuracy of satellite data products in
terms of scattering and bias with respect to the in situ reference data. The comparability of these results with independent
studies, which may benefit of alternative in situ reference data or simply focus on different geographic regions, are sometime
difficult. In fact, many studies do not provide details on the range of the L,y (1) input values. Because of this, at least the
median m and the median absolute deviation » of the in situ reference data should be provided for each comparison case.
Finally, it is recalled that » is much less influenced by outliers than ¢ being a measure of the statistical dispersion of the data
points around their median with » = median[| (31,35, ...,Iy) — median(31,3y, ..., Iy) | ] where J; = 31,35, ..., Iy
indicates the quantities (e.g., the Ly, (4) values) included in the comparison, and the subscript 7 the matchup index.

18 On the application of field data to quantify uncertainties in satellite data products

The direct comparison of satellite versus in situ data only provides general indications on the accuracy affecting data
products: none of the statistical quantities formerly associated to the comparison is a direct expression of the uncertainties.
As a natural step, this section addresses the application of metrology principles to quantify the uncertainties affecting
satellite derived data products.

As already anticipated, accuracy requirements for satellite radiometric products are commonly summarized by a
spectrally and water-type independent 5% uncertainty (e.g., EUMETSAT 2019). This generic 5% uncertainty requirement,
however, should only apply to oligotrophic/mesotrophic waters in the blue-green spectral region. To assess the fulfilment of
such a requirement, radiometric data products from OLCI-A Baseline Collection OL_L2M 003.01 (Zibordi et al. 2022)
have been evaluated applying the so-called consistency principle: independent measurements of the same quantity should
agree within their individual uncertainties (Immler ef al. 2010, Hunt et al. 2020). Following Zibordi et al. (2022), by i.
applying the above principle to satellite LYy’ (4) and in situ L% ;(1) matchups with i indicating the matchup index, i.
choosing a coverage factor £ = 1, and iii. assuming negligible correlations between uncertainties, the following relationship
should be statistically satisfied:

— 2
(LI T4 = L, (D] < k [udrcrma i) + ubgs, i (D) + Viici—a, {(A) + Vigs, (D] (17

where g, cr_4 ;(A) indicates the expected uncertainty of satellite data, uppg ; (1) the quantified uncertainty for the in

situ data and, v ;1 (4) and Vpgg (1) the spatio-temporal variabilities affecting satellite and in situ data, respectively.
Assuming that most of the major contributions to radiance differences are accounted by
Upgs, i(A)s Vorcr—a,i(A), Vpgs, i (1) and ug ;4 ;(A), where this latter is unknown, the uncertainty-normalized difference for

each data pair and A4 is given by
LGN T4 — L, i ()

it 0 + s () + VBur D)+ Vs D)

& (A) = (18)

Restating what already written in section ‘On requirements for field inter-comparisons’, if
Uprcr-a i (A Upgs, i (A, Vorcr—a, i(A), Vprs,;(A) well describe the variance of the difference LY/y'7 (1) — LYSS 1 (1), the
probability distribution of the &; (1) values would be standard normal and consequently centred at 0 with standard deviation
0(&; (1)) equal to 1. In the case the uncertainty values are underestimated, the distribution of &;(4) would exhibit a standard
deviation o (g;) > 1. On the contrary, if the uncertainty values are overestimated, the distribution of &; (1) would lead to
o(g) < 1. Additionally, when the distribution of €;(1) is not centred at 0 and consequently exhibits a bias, a distribution
mean p(g;) < +1 would still indicate the bias is somehow represented by the uncertainty values.

Equation (18) offers the capability to verify if LY~ (1) data products meet accuracy requirements by determining
the values of ¢ (1) assigning an expected uncertainty to uy;c;_4 ; (1) /L9’ (A) (e.g., 5% implying ug¢;_4 ;(1) = 0.05 -
L%S" 74(1)). Thus Eq. (18) provides an estimate of the uncertainties actually affecting data products by determining &;(4)

with the constant value of ug,¢;_ 4 ;(1)/LY5'; #(A) leading to o(g; (1)) = 1: i.e., imposing that approximately 68% of the

matchups satisfy Eq. (18).
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Figure 27. AERONET-OC Ly£$ (1) (a) and OLCI-A LG ~4(1) (b) matchup spectra, scatter plot of L{5G' ~4(1) versus
LERS (1) matchup data (c), and distributions of the uncertainty-normalized difference &; at the 412 nm centre-wavelength (d)
determined imposing U, c;-4 ;(412) = 0.05 -La,LAC,lI 74(412) (black line) and alternatively o(g;(412)) = 1 (gray line and
shaded background) compared to an ideal normal distribution (red line). The horizontal error bars in the scatter plot indicate
measurement uncertainties while the vertical ones indicate the variation coefficient determined from the 3x3 image elements.
N indicates the number of matchups, 7 the determination coefficient and, 1(e;) and o (¢;) the mean and standard deviation
of the ¢; values, respectively (after Zibordi et al. 2022).

By omitting the dependence on A, the mean of ¢; values, i.e., u(g;), and the related standard deviation, g (¢;) have
been computed for N pairs of satellite (OLCI-A) and in sit (PRS) data [(LGHG'T4,LOKG'24, ... LOH'R?),
(LR L LY 5 - LU &)1 where the subscripts 1,2 ..., N indicate the matchup index. Results from a specific case study
relying on AERONET-OC data from a site characterized by oligotrophic waters, are summarized in Fig. 27 for the spectral
band centred at 412 nm. These results, obtained imposing ug;c;_4 ;(412) = 0.05 - L)A5'74(412) and leading to o (g;) > 1
or alternatively setting o (g;(412)) = 1 leading to p(usar(€;(0(g;) = 1))/Ljf% ;) > 0.05, both indicate uncertainties for
OLCI-A4 at 412 nm exceeding 5% in oligotrophic waters. Comprehensive results for key OLCI-A centre-wavelengths are
provided in Table 5.

It is emphasized that the applied methodology, which attempts to overcome the limitations of common assessment
schemes relying on the statistical analysis of differences between satellite and in situ data, allows to account for the
uncertainties affecting the in situ data and additionally to account for the spatio-temporal perturbations characterizing the
involved data. Nevertheless, despite of the ideal concept, implementations may impose the use of practical solutions. In the
study proposed by Zibordi et al. (2022) the uncertainties for individual in sifu measurements were determined statistically.
Also, the contribution of spatio-temporal effects were quantified statistically for the in situ data, and solely from the 3x3
inter-pixel variability for satellite data. Still, the limitations implicit of these assumptions were minimized by restricting the
time difference between satellite and in sifu data (i.e., choosing At = 2 hr), and also by constraining the spatial variability
affecting satellite data contributing to matchups (i.e., choosing a variation coefficient lower than 0.2 for the 3x3 pixels at 560
nm). Still, it is acknowledged that the above assumptions, combined with a non-normal distribution of the uncertainty-
normalized differences ¢, , may all lead to a likely overestimate of actual uncertainties for L%,Sf 74(A). Also, the large

uncertainties characterizing the in situ data and the spatio-temporal variabilities, more pronounced at the red centre-
wavelengths, decrease the sensitivity of the method. Finally, it is emphasized that the study by Zibordi et al. (2022) clearly
shows that the statistical indices y and |y| commonly used to report results on matchup analysis through bias and dispersion,
cannot be used as uncertainty estimates when big biases affect the data comparison or when in sifu uncertainties or spatio-
temporal variabilities are large.
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Table 7 Results from the OLCI-A LY5$'~4 (1) uncertainty analysis performed at the centre-wavelengths 400, 412, 442, 490,

560 and 665 nm. The symbols u(LyS ). u(uprsi/Livn:)s H(Vorci—ai/Lirs'i*). #(Ei(MOLCI—A,i = 0.05 - LG4 ),
u(g;(a(g) = 1)) indicate the mean of: the in situ Lﬁfﬁ'i, the related relative uncertainties, the relative variance of satellite
LY 74(2), the & computed setting ug,y ;(1) = 0.05 - LY#¢'74(2) and the & determined imposing o(g;(1)) = 1. The +
values indicate the standard deviations. The quantities |y| and y are the mean of absolute relative differences and the mean
of relative differences between Ly ;(4) and LYf ™4 (). Finally, u(uorcr—a;(e:(0 (&) = 1))/LF5"#) indicates the mean

of the estimated satellite uncertainties quantified imposing o(¢;) = 1 (reprinted from Zibordi et al. 2022).

A [nm] 400 412 442 490 560 665

PRS ) | PRS I
(i) £ o(Li) ImWem® i se] | o o0y 0 oae | 112300279 | 110060224 | 0916:0.128 | 0.285+0.038 | 0.030+0.014

H(uPRs.i/Lﬁ%,i) x o-(uPRS,i/LIIjIZs,i) 0.050+0.002 | 0.049+£0.002 | 0.049+0.002 | 0.051%0.002 | 0.073£0.004 | 0.404%0.163
/‘(VSAT,L'/L%/%J) x U(VSAT,i/L%AT/, i) 0.035+0.036 | 0.031£0.024 | 0.025+0.016 | 0.020+0.012 | 0.039+0.021 | 0.469+0.988
Il 0.144 0.130 0.088 0.070 0.104 0.434
v —0.002 —0.007 +0.026 +0.005 —0.037 —0.227

“(sl(“ml 0.05 LWNJ) o) | 0060200 | —0185247 | 40665167 | 40124131 | 0412132 | —0.88£1.47

ulei(a(e) =1) £ o(g(o(e) = 1))
—0.15£1.00 —0.16%1.00 +0.36+1.00 +0.0741.00 —0.3541.00 —0.66£1.00

ﬂ(uSAT,i(gi (a(e) = 1))/11%416,1'

0.302 0.203 0.107 0.080 0.100 0.920

19 Summary

This document reviews the basic elements underpinning above-water radiometry and aims at providing guidance to
scientists approaching in situ measurements for ocean colour applications with focus on the assessment of satellite data
products. The document, that benefits for extracts from various publications, provides recommendations complementing
community protocols with a pragmatic view to field equipment, instruments calibration and characterization, measurement
practices, quality assurance, data reduction and processing, quality control, quantification of uncertainties, and application of
data to the assessment of satellite data products.
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